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Thin cirrus clouds in the tropical tropopause layer (TTL) play potentially important roles in Earth’s radiation budget and in the transport of water into the stratosphere. Radiative heating of these clouds results in mesoscale circulations that maintain them against sedimentation and redistribute water vapor. In this study, the System for Atmospheric Modeling (SAM) cloud-resolving model is modified in order to calculate the fall speeds, growth rates, and radiative absorption coefficients of non-spherical ice crystals. This extended model is used in simulations that aim to constrain the effects of ice crystal shape on the time evolution of thin cirrus clouds and to identify the physical processes responsible. Model runs assuming spheroidal crystals result in a higher center of cloud ice mass than in the control, spherical case, which is roughly 60% due to a reduction in fall speeds and 40% due to stronger updrafts caused by stronger radiative heating. Other effects of ice crystal shape on the cloud evolution include faster growth and sublimation in supersaturated and subsaturated environments, respectively, and local temperature increases caused by diabatic heating. Effects of ice crystal shape on the total and mean ice crystal masses are within about 10% but do not appear to be entirely negligible. Comparisons of modeled ice crystal size distributions with recent airborne observations of
TTL cirrus show that incorporating non-spherical shape has the potential to bring the model closer to observations. It is hoped that this work will eventually lead towards a more realistic physical representation of thin tropical cirrus in global climate models.
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Chapter 1

INTRODUCTION

Optically thin cirrus clouds in the tropics have recently been a topic of interest in the atmospheric science community. These clouds are located in the tropical tropopause layer (TTL), which is defined by Fueglistaler et al. (2009) as a transition layer with properties of both the troposphere and stratosphere located between about 14.0 and 18.5 km. Satellite observations have shown that thin cirrus are common in the TTL (e.g. Wang et al., 1996; Mace et al., 2009; Virts and Wallace, 2010). While these clouds are too optically thin in the shortwave to be visible to the naked eye, they absorb longwave radiation. This results in radiative heating rates of several K/day (Jensen et al., 1996a; Comstock et al., 2002), suggesting an important role for these clouds in Earth's radiation budget.

In addition, TTL cirrus play an as-yet unquantified role in the exchange of water vapor between the troposphere and stratosphere. Water vapor is a greenhouse gas, and changes in stratospheric water vapor have potential global climate impacts. For example, Solomon et al. (2010) argued that the roughly 10% decline in stratospheric water vapor between 2000 and 2010 helped to reduce the rate of surface warming since that time. Water vapor also plays key roles in catalyzing stratospheric ozone depletion, both in the gas phase, by providing a source of OH radicals (Dvortsov and Solomon, 2001), and in mixed-phase chemistry, by acting as a constituent of polar stratospheric clouds, which provide a surface for reactions in which free chlorine radicals are formed (Solomon et al., 1986). For these reasons, there is considerable interest in the climate and atmospheric chemistry communities in understanding the processes governing the exchange of water vapor between the troposphere and stratosphere.
The principal source of water vapor in the lower stratosphere is transport across the tropical tropopause, a source first recognized by Brewer (1949). The stratosphere is very dry, with water vapor mixing ratios less than 4 ppmv in the tropical lower stratosphere (e.g. le Texier et al., 1988), because air enters the stratosphere through the cold TTL as part of the Brewer-Dobson circulation, forcing most of the water vapor to deposit onto ice crystals.

Efforts to more quantitatively understand the processes governing transport of water vapor into the stratosphere have proven difficult. It has long been recognized (e.g. Newell and Gould-Stewart, 1981) that the zonal mean tropical tropopause temperature is too warm to account for the observed stratospheric dryness if air rises uniformly through the tropopause into the stratosphere and is dehydrated to its saturation vapor pressure. Holton and Gettelman (2001) argued that horizontal transport of water vapor through the coldest longitudes of the TTL, i.e. the western Pacific, would be enough to dehydrate the stratosphere to observed levels. To test this hypothesis, Jensen and Pfister (2004) ran a 1-dimensional Lagrangian cloud model following horizontal trajectories in the TTL. These simulations predicted lower than observed stratospheric humidities, indicating that a missing source of water vapor needed to be accounted for.

It has been hypothesized that thin TTL cirrus help hydrate the stratosphere because radiative heating of the clouds induces a circulation that advects water vapor upward (Corti et al., 2006). However, this circulation can also help dehydrate the stratosphere by encouraging growth and sedimentation of ice crystals (Jensen et al., 1996b). The complexity of the interactions between TTL cirrus and troposphere-stratosphere water vapor exchange, as well as a more general desire to understand how the observed TTL cirrus are formed and maintained, has motivated study of these clouds with sophisticated cloud-resolving models. Over the past few years, much work in this area has been

---

1In the upper stratosphere, another major water source is the oxidation of methane, a source first recognized by Bates and Nicolet (1950), but this source is less important in the lower stratosphere because the air there has not yet had enough time for much of its methane to be oxidized.
done by Dr. Tra Dinh, a recent graduate of the Department of Atmospheric Sciences at the University of Washington, and Drs. Dale Durran and Thomas Ackerman, professors in the department.

Initially, Durran et al. (2009) used a 2-D cloud-resolving model to numerically simulate the dynamical response to radiative heating of ice crystals in TTL cirrus. Their model assumed that all ice crystals were spherical with a radius of 4.2 $\mu$m and did not consider the effects of sedimentation of ice crystals, but the simulated updraft speeds were greater than the terminal fall speeds of the ice crystals, suggesting that the radiatively induced circulation could maintain the clouds against sedimentation for at least a few hours. Subsequently, Dinh et al. (2010) implemented a bin microphysics scheme, which explicitly calculated diffusional growth rates and fall speeds for spherical ice crystals of various masses. This expanded model showed that a thermally induced circulation led to moisture convergence in the cloud, allowing ice crystals to grow despite diabatic heating, and that the thermally induced circulation could maintain the cloud against sedimentation for several days without requiring large-scale uplift.\(^2\) This provided a mechanism to explain observations of TTL cirrus persisting for several days (Winker and Trepte, 1998; Taylor et al., 2011).

Jensen et al. (2011) argued that strong wind shear could dissipate the cirrus before the radiatively induced circulation could form, so it needed to be shown that the radiatively induced circulation could maintain the clouds even in the presence of a realistic large-scale dynamical regime. This was done by Dinh et al. (2012), who simulated TTL cirrus induced by an equatorial Kelvin wave. To improve numerical efficiency with the large-scale flow included, the dynamical core of the model was switched from Dr. Durran’s Meso06 model to the System for Atmospheric Modeling (SAM), described in Khairoutdinov and Randall (2003). An improved bin microphysics scheme, described in Dinh and Durran (2012), was also implemented. These simulations showed that even

\(^2\)Work up to this point is also described in the M.S. thesis by Dinh (2009).
in the presence of realistic large-scale motion, including time-varying wind shear, the cloud was still maintained by the radiatively induced circulation. Under the conditions specific to their simulations, the circulation resulted in net upward transport of water vapor, because the upward advection of water vapor more than compensated for the sedimentation of ice crystals.\(^3\) \textit{Dinh et al.} (2014) further explored the way an individual thin cirrus cloud redistributes the moisture field in its environment and found that the cloud results in an upward flux of water vapor in a subsaturated environment but a downward flux of water vapor in a supersaturated environment. \textit{Dinh and Fueglistaler} (2014) found that the most important large-scale effect of thin cirrus on stratospheric water vapor is the temperature increase caused by the cloud radiative heating, which allows more water vapor to reach the stratosphere without leaving the gas phase. A positive feedback, not currently represented in global climate models, exists between the radiative heating, the mesoscale circulation, and the growth of ice crystals.

The importance of the circulation induced by radiative heating of cirrus ice crystals suggests that the simulation of the microphysics and radiative transfer should be made as accurate as possible. Model simulations by Dinh \textit{et al.} up to this point have assumed that all ice crystals are spherical, which results in discrepancies between modeled and observed ice crystal size distributions, particularly for larger crystals.\(^4\) Non-spherical crystals would be expected to fall more slowly and therefore grow to larger sizes than their spherical counterparts before falling out, possibly leading to better agreement with observations. To develop the infrastructure to test this hypothesis, and to try to con-

\(^3\)Work up to this point is also described in the Ph.D. thesis by Dinh (2012).

\(^4\)More specifically, Dinh \textit{et al.} (2012) found that the assumption of spherical crystals led to an underestimate of the concentrations of crystals > 20 µm in length, compared with observations. To try to reconcile this discrepancy, they replaced 2% of the crystals in the model output with hexagonal plates, and 1% with hexagonal columns, with aspect ratios of 6, as suggested by observations (Lawson \textit{et al.}, 2008). They were sized so that their terminal velocities matched those of the spherical crystals that they replaced. Since plates or columns fall slower than spheres of the same mass, the replacement crystals were heavier, so their number concentration was decreased in order to conserve mass. Despite the decrease in concentration, the ice crystal size distribution (based on length of maximum dimension) from this post-processing calculation agreed with observations much better than the raw model output, due to the extended lengths of the non-spherical crystals.
strain the possible effects of ice crystal shape on the evolution and maintenance of thin TTL cirrus, I have incorporated non-spherical ice crystals into the SAM cloud-resolving model. Chapter 2 describes changes to the model microphysics, including ice crystal fall speeds and growth rates. Chapter 3 describes the incorporation of non-spherical crystals into the model's radiative absorption calculations. Chapter 4 describes SAM simulations to test the effects of these changes on the simulated cloud properties. Chapter 5 contains conclusions and possible directions for future work.
Chapter 2

IMPROVEMENTS TO MODEL MICROPHYSICS

Plate and columnar crystals are often represented in models as oblate and prolate spheroids, respectively, because for these shapes, analytical solutions exist for the growth rate and fall speed calculations, whereas actual hexagonal prisms would require detailed numerical computations or empirically derived approximations. This is the approach I have chosen for representing non-spherical ice crystals in SAM, for the purposes of the microphysical calculations. Model treatments of the fall speeds and growth rates for spheroidal crystals are described in Sections 2.1 and 2.2, respectively.

2.1 Ice crystal fall speeds

2.1.1 Fall speed calculations for spherical ice crystals

I will first describe the calculation of the terminal fall speeds of spherical ice crystals, including changes I have made to this calculation. Dinh et al. (2012) calculated terminal fall speeds according to (Böhm, 1989):

\[ v_{\text{Bohm}} = \frac{\mu R}{2 \rho_{\text{air}} r} \]  

(2.1)

where \( \mu \) is the dynamic viscosity of air, \( R \) is the Reynolds number, \( \rho_{\text{air}} \) is the density of air, and \( r \) is the radius of the ice crystal. The dynamic viscosity of air is calculated

---

1The study of ice crystal growth in subvisible cirrus by Jensen et al. (2008) is one example of a study using a spheroid model for fall speed and growth rate calculations.

2In the ice microphysics observation community, “spheroids” often refers to any nearly spherical particle. Here I am using the mathematical definition of a spheroid as the solid formed by rotating an ellipse about its major (for a prolate spheroid) or minor (for an oblate spheroid) axis.
according to the empirical expression (Rogers and Yau, 1989, p. 102)

\[
\mu = \left( 6.7596 \times 10^{-3} \right) \left( \frac{T}{273.15} \right)^{1.5} \frac{T}{T + 120}
\]  

(2.2)

where \( T \) is the temperature in degrees Kelvin. The Reynolds number is defined as \( R = \rho_{\text{air}} v L / \mu \), where \( v \) is the fall speed and \( L \) is the characteristic length scale. In the case of a spherical particle, \( L = 2r \). However, since this definition of \( R \) requires knowledge of \( v \), which is what we are trying to calculate, we need an alternative way of obtaining \( R \).

Böhm (1989) closed this problem by calculating the Reynolds number with the following empirical expression:

\[
R = 8.5 \left[ \sqrt{1 + 0.1519X^{1/2}} - 1 \right]^2
\]  

(2.3)

where \( X \) is the Davies number, calculated according to

\[
X = \frac{8mg}{\pi \mu^2} \left( \frac{A}{A_e} \right)^{1/4}
\]  

(2.4)

where \( m \) is the mass of the particle, \( g \) is the acceleration due to gravity, \( A_e \) is the cross-sectional projected area of the particle on a plane normal to the fall direction, and \( A \) is the area of the smallest possible ellipse or circle on that plane which circumscribes the particle.

Equation 2.1 is intended to be a general equation for terminal fall speeds of hydrometeors across a wide range of sizes, including large particles such as graupel and hail. However, Böhm (1989) does not test it for \( R << 1 \), which, as shown later, is the case for ice crystals in TTL cirrus. The ratio \( A / A_e \) may appear to provide a potential way to correct for ice crystal shape, but for spheroidal particles, \( A / A_e \) is still unity because spheroids have circular or elliptical cross-sections, so this correction would show no difference between the fall speeds of spheroidal and spheroidal particles. Also note that an irregular shape, for which \( A / A_e > 1 \), would imply a greater fall speed than for a spherical particle. This may be appropriate for large particles such as hailstones, but not for the ice crystals that comprise cirrus clouds.
For small, spherical particles, there is a more specific expression for the fall speed, based on Stokes flow theory (Fuchs, 1964, p.23; Lamb and Verlinde, 2011, p. 388):

$$v_{Stokes} = \frac{2 \rho_{ice} g r^2}{9 \mu_{air}}$$  \hspace{1cm} (2.5)

This expression is valid in the Stokes fluid dynamical regime, wherein the particle is large enough that the air can be treated as a continuum ($L >> \lambda_{air}$, where $\lambda_{air}$ is the mean free path of air), but small enough that the inertia of the displaced fluid is negligible ($R << 1$) (Lamb and Verlinde, 2011, p. 386).

To demonstrate that the latter condition is reasonable for ice crystals in thin TTL cirrus, consider the following conservatively large estimate for $R$. The largest ice crystals observed in TTL cirrus have a length of about $L = 100 \mu m$ (Lawson et al., 2008). Updraft velocities may reach, at most, on the order of 10 mm/s (Dinh et al., 2010). Since the TTL is about 2 scale heights above the ground, let $\rho_{air} = 1.2 \times e^{-2} = 0.162$ kg m$^{-3}$. Finally, the dynamic viscosity of air at 180 K (a conservatively low temperature) is about $1.2 \times 10^{-5}$ kg m$^{-1}$ s$^{-1}$, using Equation 2.2. This gives a value of $R$ of about 0.0135, which is much less than 1. Therefore, effects of the inertia of the displaced fluid should not be important for our simulations.

As for the condition that $L >> \lambda_{air}$, the particle diameter may be comparable to $\lambda_{air}$ for the smaller size bins in the model. In the model simulations described in Chapter 4, the center of the cloud is at an altitude of 16.25 km. At this altitude, in the U.S. Standard Atmosphere, the mean free path of air is $5.07642 \times 10^{-7}$ m.$^3$ The smallest size bin in our model has a particle diameter of $5 \times 10^{-7}$ m, so the Stokes regime may not be completely valid for the smaller crystals in the simulation. There exists a simple, empirical correction to the Stokes fall speed in the transition regime where the non-continuum nature of the fluid becomes important. This correction is called the Cunningham slip-correction.

factor and is calculated according to: (Lamb and Verlinde, 2011, p. 386)

\[ C_c = 1 + (1.26) \frac{\lambda_{air}}{r}. \]  

(2.6)

The corrected fall speed is equal to \( \nu_{\text{Stokes}} \) multiplied by \( C_c \).

Figure 2.1a shows the corrected and uncorrected Stokes fall speeds, and the Böhm fall speed, as a function of particle diameter. Figure 2.1b shows the ratio of the Böhm and uncorrected Stokes to the corrected Stokes fall speed. Figure 2.1b shows that for the smallest particles simulated in the model, neglecting the effects of the non-continuum nature of the air leads to fall speeds being underestimated by as much as a factor of 2/3. However, Figure 2.1a shows that fall speeds are generally very small at these sizes, less than 5 mm/s for particles smaller than 10 \( \mu \text{m} \) in diameter. For larger particles, the relative error is generally less than about 10%, for both the Böhm and uncorrected Stokes fall speeds.

Figure 2.1 suggests that the errors from using the Böhm fall speed for spherical crystals should be acceptably small. However, since the fall speed corrections for spheroidal particles described in Section 2.1.2 are based on Stokes flow theory, I have replaced the original calculation of fall speeds for spherical particles in the model with one based on Equation 2.5. I have not incorporated the Cunningham shape-correction factor into the model because the errors from ignoring this effect appear to be reasonably small when the fall speeds are non-negligible, and because it is not clear how to properly account for its dependence on the radius when the particle is non-spherical.

2.1.2 Modification for non-spherical ice crystals

The dynamic shape factor, here denoted as \( \kappa \), is the ratio of the fall speed of a spherical particle to that of a spheroidal particle of the same mass. Fuchs (1964, pp. 37-40) provides expressions, based on Stokes flow theory, for the dynamic shape factor as a function of the aspect ratio, \( \beta \), which is the ratio of the spheroid's major axis to its minor axis.
Figure 2.1: (a) The fall speeds of spherical crystals calculated using Stokes formula (Equation 2.5), Stokes with Cunningham Correction Factor (Equation 2.6), and Böhm formula (Equation 2.1). (b) Ratio of the uncorrected Stokes and Böhm fall speeds to the corrected Stokes fall speed. Assumptions for these plots: altitude = 16 250 m; ice density = 920 kg m\(^{-3}\); air density = 0.162 kg m\(^{-3}\); gravity = 9.8 m s\(^{-2}\); dynamic viscosity of air = 1.2 \(\times\) 10\(^{-5}\) kg m\(^{-1}\) s\(^{-1}\). Smallest diameter plotted is 0.5 \(\mu\)m.
The preferred orientations of falling ice crystals are those which present the largest possible horizontal cross-sectional area. For oblate spheroids, this means that the polar axis (the axis of revolution) is oriented vertically; for prolate spheroids, the polar axis is oriented horizontally. For an oblate spheroid falling along the polar axis, the dynamic shape factor is

\[ \kappa = \frac{\frac{4}{3} (\beta^{1/3}) (\beta^2 - 1)}{\beta(\beta^2 - 2) \tan^{-1} \left( \sqrt{\beta^2 - 1} \right) + \beta} . \] (2.7)

For a prolate spheroid falling transverse to the polar axis, the dynamic shape factor is

\[ \kappa = \frac{\frac{8}{3} (\beta^{-1/3}) (\beta^2 - 1)}{(\frac{2\beta^2}{3} - 3) \ln \left( \beta + \sqrt{\beta^2 - 1} \right) + \beta} . \] (2.8)

Figure 2.2 shows the inverse dynamic shape factor, \(1/\kappa\), for oblate and prolate spheroids of various aspect ratios calculated using Equations 2.7 and 2.8, respectively. This is the factor by which the ice crystals’ fall speeds are reduced by the non-spherical shape if their mass is held constant. For an aspect ratio of 6, used in the model simulations (see Chapter 4), fall speeds are reduced by about 1/3.

### 2.2 Ice crystal growth rates

In these simulations, ice crystal nucleation is not being considered (although it was considered by Dinh et al. (2012)). Ice crystals are assumed to grow by deposition from the vapor onto pre-existing ice crystals. The simulations are initialized with monodisperse spherical or spheroidal ice crystals, whose initial size, aspect ratio, spatial distribution, and number concentration are specified for each model run.

#### 2.2.1 Spherical ice crystals

I have not made any changes to the calculation of depositional growth rate for spherical crystals, but I still think it is worthwhile to discuss the calculation in detail. This has been previously discussed in the dissertation by Dinh (2012), but there were several errors
Figure 2.2: Ratios of the fall speeds of spheroidal particles to those of spherical particles of the same mass, based on Equations 2.7 and 2.8 for oblate and prolate spheroids, respectively.

there (noted in footnotes), and it may be helpful for future users of the model to see the equations presented in a format closer to the way they are actually written in the code. Modifications to these calculations for spheroids are discussed in the next subsection.

The depositional growth rate is calculated according to (Pruppacher and Klett, 1978, Eq. 13-28):

\[
\frac{dm}{dt} = \frac{4\pi r (S_{\text{ice}} - 1)}{R_v T \varepsilon_{\text{sat,ice}} D'_v + \frac{L_s}{k'_a T} \left( \frac{L_s}{R_v T} - 1 \right)}
\]  

(2.9)

where \( m \) is the mass of the ice crystal, \( r \) is the ice crystal radius, \( \varepsilon_{\text{sat,ice}} \) is the saturation vapor pressure over a planar ice surface, \( S_{\text{ice}} \) is the saturation ratio with respect to ice (the ratio of the partial pressure of water vapor to \( \varepsilon_{\text{sat,ice}} \)), \( R_v \) is the gas constant for water vapor, \( T \) is the temperature in degrees Kelvin, \( D'_v \) is the modified diffusivity of water vapor in air, \( k'_a \) is the modified thermal conductivity of air, and \( L_s \) is the latent heat of
sublimation of ice. The process of shifting the new ice mass accumulated during a time step into the appropriate size bin is described in detail in Dinh and Durran (2012). Below is a description of how the values of the variables in Equation 2.9 are obtained.

The saturation vapor pressure $e_{\text{sat,ice}}$ is calculated using the Goff-Gratch Equation (List, 1984):

$$e_{\text{sat,ice}} = 610.71 \left( \frac{T}{T_r} \right)^{3.56654} \times 10^{-9.09718 \left( \frac{T}{T_r} - 1 \right) + 0.876793 \left( 1 - \frac{T}{T_r} \right)}$$

(2.10)

where $T$ is the temperature in K, $T_r = 273.15$ K, and $e_{\text{sat,ice}}$ is in Pa.

The modified diffusivity and thermal conductivity coefficients are related to the unmodified coefficients by

$$D'_v = D_v f_{v,d} f_{k,d} \quad (2.11)$$

$$k'_a = k_a f_{v,k} f_{k,k} \quad (2.12)$$

Here, $D_v$ and $k_a$ are the unmodified diffusivity and thermal conductivity coefficients, respectively, $f_{v,d}$ and $f_{v,k}$ represent the effects of ventilation induced by the particle’s movement, and $f_{k,d}$ and $f_{k,k}$ represent non-equilibrium behavior at the ice surface. More specifically, $f_{k,d}$ accounts for the effects of discontinuities in the vapor concentration field near the ice crystal surface and of inefficiency in the incorporation of water molecules into the crystal lattice, while $f_{k,k}$ accounts for discontinuities in the temperature field and inefficiency in obtaining thermal equilibrium at the crystal surface.

The diffusivity coefficient for air is calculated according to (Pruppacher and Klett, 1978, Eq. 13-3):

$$D_v = \left( 2.11 \times 10^{-5} \right) \frac{P_{\text{ref}}}{p} \left( \frac{T}{T_r} \right)^{1.94}$$

(2.13)

4In Dinh (2012), this equation was printed erroneously, but the implementation in the model code was correct.
where $p$ is the ambient air pressure, $p_{\text{ref}} = 1 \times 10^5$ Pa is a reference surface pressure, and $T_r$ is the freezing point of water, 273.15 K. The thermal conductivity of air is calculated using the expression (Pruppacher and Klett, 1978, Eq. 13-16):

$$k_a = 2.38 \times 10^{-2} + 7.11 \times 10^{-5} (T - T_r). \quad (2.14)$$

The ventilation coefficients are calculated using empirical expressions given in Hall and Pruppacher (1976). The ventilation coefficient for water vapor diffusion is (Hall and Pruppacher, 1976, Eq. 16):

$$f_{v,d} = \begin{cases} 
1.00 + 0.14X^2, & \text{if } X < 1.0 \\
0.86 + 0.28X^2, & \text{if } X > 1.0
\end{cases} \quad (2.15)$$

where $X = S^{1/3}R^{1/2}$, $S$ is the Schmidt number, assumed equal to 0.63, and $R$ is the Reynolds number, calculated using Equation 2.3. The ventilation coefficient for thermal conductivity is (Hall and Pruppacher, 1976, Eq. 17):

$$f_{v,k} = \begin{cases} 
1.00 + 0.14Y^2, & \text{if } Y < 1.0 \\
0.86 + 0.28Y^2, & \text{if } Y > 1.0
\end{cases} \quad (2.16)$$

where $Y = P^{1/3}R^{1/2}$, and $P$ is the Prandtl number, assumed equal to 0.72.

The surface non-equilibrium effects on vapor diffusion are accounted for using (Pruppacher and Klett, 1978, Eq. 13-13; Hall and Pruppacher, 1976, Eq. 6):

$$f_{k,d} = \frac{1}{\frac{r}{r+\Delta_d} + \frac{D_v f_{v,d}}{r} \left(\frac{2-\beta}{2\beta}\right) \sqrt{\frac{2\pi}{R_v T}}} \quad (2.17)$$

where $\Delta_d = 1 \times 10^{-7}$ m is the water vapor jump length and $\beta = 0.01$ (with considerable uncertainty) is the deposition coefficient for water vapor on ice. The surface non-equilibrium effects on thermal conductivity are accounted for using (Pruppacher and

---

5In Dinh (2012), this equation erroneously omitted the exponent, although it was correctly included in the model, and $P_{\text{ref}}$ was listed as $1.013 \times 10^5$ Pa rather than $1 \times 10^5$ Pa, the value actually used in the model.

6The coefficients in Pruppacher and Klett are different because they are listed in SI units here but in cgs and calorie units in the book.
\( f_{k,k} = \frac{1}{r} \frac{k_{af} f_{k,k}}{r + \Delta_k} \rho_{\text{air}} C_{\text{p}} \sqrt{\frac{2\pi}{R_{\text{air}} T}} \)  

(2.18)

where \( R_{\text{air}} \) is the gas constant for dry air, \( C_{\text{p}} = 1004 \text{ J kg}^{-1} \text{ K}^{-1} \) is the heat capacity of air at constant pressure, \( \Delta_k = 2 \times 10^{-7} \) is the thermal jump length, and \( \alpha = 1 \) is the thermal accommodation coefficient for ice. See Dinh (2012, pp. 9-10) for further discussion of \( \Delta_k, \Delta_D, \alpha \) and \( \beta \).

### 2.2.2 Modification for non-spherical ice crystals

A common technique for calculating the diffusional growth rate of non-spherical ice crystals is to express the effects of their size and shape in a single variable, the capacitance \( C \), which is analogous to the radius of a spherical particle. This is based on an analogy to electrostatics: the relation between the diffusion of vapor to a growing ice crystal and the water vapor distribution surrounding the crystal has the same mathematical form as the relation between the flow of electric charge to a single conducting object to the distribution of electric potential surrounding the object (see Lamb and Verlinde, 2011, pp. 343-345). The particle growth rate is obtained by replacing \( r \) with \( C \) in Equation 2.9 (Pruppacher and Klett, 1978, Eq. 13-71):

\[
\frac{dm}{dt} = \frac{4\pi C (S_{\text{ice}} - 1)}{e_{\text{sat,ice}} D_\nu} + \frac{L_s}{k_{\text{af}} T} \left( \frac{L_s}{R_{\nu T}} - 1 \right)
\]  

(2.19)

For a sphere, the capacitance is simply equal to the radius \( r \). For an oblate spheroid, the capacitance is (Pruppacher and Klett, 1978, Eq. 13-73):

\[
C_{\text{oblate}} = \frac{ae}{\sin^{-1} e} ; \quad e = \sqrt{1 - \frac{b^2}{a^2}}
\]  

(2.20)

where \( a \) is the semi-major axis of the ellipse of revolution, \( b \) is the semi-minor axis of the ellipse of revolution, and \( e \) is the ellipse’s eccentricity. For a prolate spheroid, the
capacitance is (Pruppacher and Klett, 1978, Eq. 13-74):
\[
C_{\text{prolate}} = \frac{A}{\ln \left( \frac{a + A}{b} \right)}; \quad A = \sqrt{a^2 - b^2}
\]  
(2.21)
where \(A\) is the ellipse's linear eccentricity.

The existing microphysics scheme defines size bins according to ice crystal mass, and the growth rate is calculated as a mass growth rate. The effect of non-spherical shape on the growth rate is calculated in a subroutine that takes as input arguments the mass \(m\) (proportional to volume \(V\)) and aspect ratio \(\beta = a/b\), then retrieves \(a\) and \(b\) using the following volume formulae for spheroids:
\[
V_{\text{oblate}} = \frac{4}{3} \pi a^2 b
\]
(2.22)
\[
V_{\text{prolate}} = \frac{4}{3} \pi ab^2.
\]
(2.23)
Then, capacitance is calculated using Equation 2.20 or 2.21, and the growth rate is calculated using Equation 2.19. Since bin masses are used to determine \(a\) and \(b\), and since the growth rate is still calculated as a mass growth rate, no changes need to be made to the bin shift procedure described in Dinh and Durran (2012).

Besides the capacitance, the ventilation and non-equilibrium coefficients used to define the modified diffusivity and thermal conductivity coefficients \(D'v\) and \(k'a\) also depend on the ice crystal size, and we must consider how to account for the effects of the non-spherical shape here.

The ventilation coefficients \(f_{v,d}\) and \(f_{v,k}\) (Equations 2.15 and 2.16) depend on the Reynolds number, which is dependent on the particle size. For the purposes of these coefficients, the Reynolds number is calculated using the Böhm formulation (Equation 2.3), for which the Reynolds number is the same for a sphere or spheroid. The actual definition of the Reynolds number, \(R = \rho_{\text{air}} v L / \mu\), suggests that \(R\) should depend on the spheroid's aspect ratio, but since the particle length \(L\) increases with aspect ratio while the terminal velocity \(v\) decreases, the change should be kept relatively small by compensation between these effects. For now the calculation of the ventilation coefficients
is left unchanged, but it may be useful to run a sensitivity test to constrain the possible effects of the dependence of the ventilation coefficients on the aspect ratio.

The non-equilibrium corrections $f_{k,d}$ and $f_{k,k}$ depend on $r$ in Equations 2.17 and 2.18. Pruppacher and Klett (1978) and Lamb and Verlinde (2011) do not explicitly state what should replace $r$ in the calculations for spheroids, but I believe it should be the capacitance because the derivation for these coefficients, like the overall growth rate equation, involves an analogy to Maxwell’s electromagnetic equations. This is what I have used for the simulations described in Chapter 4. Besides capacitance, the semi-major axis $a$ and the semi-minor axis $b$ are other possibilities, which bracket the range of possible analogues to the radius.

This choice is actually very important to the calculated growth rate. Figure 2.3 shows the ratio of the growth rate for spheroids, calculated using Equation 2.19, to that of the equivalent-mass sphere, as a function of particle size, for the 3 aforementioned measures of particle size in the calculation of $f_{k,d}$ and $f_{k,k}$.

If the capacitance is used (which I believe to be correct), the spheroids grow at about 1.5 to 1.6 times the rate of spheres. However, if the semi-major axis is used, the growth rate could be double or even quadruple that for a spherical particle, and if the semi-minor axis is used, the growth rate could be as little as 40% of that for a spherical particle. Given the potential importance of this parameter, future texts on the diffusional growth rate of non-spherical particles should address this issue more explicitly.

This concludes the discussion of the theoretical basis for the changes to the model’s growth rate and fall speed calculations. The effects of these changes on the evolution of TTL cirrus are explored in the model simulations described in Chapter 4. The effects of the ice crystals’ shape on their radiative properties are examined in Chapter 3.

---

7Since the calculated growth rates depend on the temperature and pressure, I have chosen reasonable values for the TTL: $T = 190$ K, $p = 135$ hPa.
Figure 2.3: Ratios of mass growth rates for oblate (red) and prolate (blue) spheroids with aspect ratios of 6 to those for the equivalent-mass sphere, as a function of particle size. Assuming a temperature of 190 K and a pressure of 135 hPa. Three versions are plotted, depending on whether the measure of particle size used in the calculations of $f_{k,d}$ and $f_{k,k}$ is the capacitance ($C$, solid lines), semi-major axis ($a$, dot-dash lines), or semi-minor axis ($b$, dashed lines).
Chapter 3

IMPROVEMENTS TO MODEL RADIATION

In the cirrus radiation scheme developed by Dr. Tra Dinh for the System for Atmospheric Modeling (SAM) cloud resolving model, the radiative effects of ice crystals are calculated according to a lookup table of broadband shortwave (SW) and longwave (LW) absorption cross sections as functions of ice crystal size. This is intended to save computational expense relative to calculating fluxes at multiple wavelengths. In order to generate this lookup table, a one-dimensional, multiple-scattering, spectrally-resolved radiative transfer model is used to calculate the radiative heating rate in a cloud layer containing ice crystals of a particular size. Then, the SAM radiation scheme is inverted to calculate the broadband absorption cross section such that SAM would calculate the same radiative heating rate as the radiative transfer model, for a single cloud layer.

Now that we are considering non-spherical ice crystals in SAM, it is necessary to investigate the effects of ice crystals' shape on their radiative properties. In the course of doing this analysis I have recreated Dr. Dinh's original lookup table for spherical particles using somewhat different methods, and obtained similar results. Dr. Dinh's methods are described in her theses (Dinh, 2009, Section 3.1.1; Dinh, 2012, Section 2.2). I have also described these methods below in Section 3.1, and I have included additional details that have not been previously published in a thesis or paper. My reproduction of this work for spherical crystals is described in Section 3.2. The extension to non-spherical crystals is described in Section 3.3.
3.1 Original calculations for spheres

The radiative transfer model used to generate the original absorption cross section table is known as Rapid Calculation of Radiative Heating Rates (RAPRAD). In this code, absorption is calculated using the $k$-distribution method. The longwave absorption calculation is based on the method described in Mlawer et al. (1997), and the shortwave absorption calculation is based on Kato et al. (1999). Scattering is calculated using the two-stream algorithm described in Toon et al. (1989).\footnote{For the shortwave, the option also exists to use the 4-stream algorithm described in Liou et al. (1988) instead, but neither Dr. Dinh nor I have used this option.}

For a cirrus cloud layer, RAPRAD requires the specification of the altitudes of the top and bottom of the cloud layer, the number concentration of ice crystals, and a phase function file containing the ice crystals’ single scattering properties (asymmetry factor, extinction cross section, and absorption cross sections)\footnote{The phase function files also contain the single-scattering albedo and scattering cross section, which are redundant with these properties, and moments 0 through 4 of the phase function, which are used only in the 4-stream version of the code.} in each of the wavelength bands for the $k$-distribution binning. The choice of the phase function file determines the ice crystal size via these properties. The phase function files were generated using the Mie scattering code for spherical particles developed by Toon and Ackerman (1981). This code requires as input the real and imaginary index of refraction of ice, known as the “ice optical constants” despite their wavelength dependence. The ice optical constants were obtained from Table 1 of Warren (1984). A revised compilation of ice optical constants was made by Warren and Brandt (2008); the effects of these revisions on the calculated broadband ice properties are discussed in Section 3.2.

RAPRAD was run for 500 m vertical resolution, with the cloud layer between 16 000 and 16 500 m.\footnote{Tra Dinh tried 250 m resolution, still with a 500 m thick cloud, and got results that were not significantly different from those obtained using one cloud layer.} The cloud number concentration was set so that the LW optical depth would be approximately 0.005. For small optical depths, the calculated ice crystal ab-
sorption cross section should not depend on the cloud optical depth, so the calculation was redone with LW optical depths of 0.05 and 0.0005 (still plausible values for actual thin cirrus) to confirm that the calculated absorption cross section remained the same to within about 5%. Temperature, H\textsubscript{2}O, and O\textsubscript{3} profiles were specified based on a March climatological average for the Galápagos Islands, an equatorial site with a cold tropical tropopause. These were the profiles used by Gettelman et al. (2004) in a study of the radiative balance of the tropical tropopause layer. The CO\textsubscript{2} concentration was set to 355 ppmv.\textsuperscript{4}

The radiation scheme used in SAM is much simpler than RAPRAD, involving only broadband LW and SW fluxes. The broadband ice crystal absorption cross sections used in SAM are determined from the RAPRAD results by inverting the SAM radiation scheme so that the radiative heating rate calculated by SAM for a single cloudy model layer would match that calculated by RAPRAD. Assuming a constant heat capacity, this radiative heating rate can be expressed in terms of the flux convergence, $FC$, defined as:

$$FC = F_{\text{bot}}^{\uparrow} + F_{\text{top}}^{\downarrow} - F_{\text{bot}}^{\downarrow} - F_{\text{top}}^{\uparrow}$$ (3.1)

where $F_{\text{bot}}^{\downarrow}$ is the upwelling radiative flux at the bottom of the cloud, $F_{\text{top}}^{\downarrow}$ is the downwelling flux at the top of the cloud, $F_{\text{bot}}^{\uparrow}$ is the downwelling flux at the bottom of the cloud, and $F_{\text{top}}^{\uparrow}$ is the upwelling flux at the top of the cloud. The values of $F_{\text{bot}}^{\downarrow}$, $F_{\text{top}}^{\downarrow}$, $F_{\text{bot}}^{\uparrow}$, and $F_{\text{top}}^{\uparrow}$ in the shortwave and longwave are output by RAPRAD. $F_{\text{bot}}^{\downarrow}$ and $F_{\text{bot}}^{\uparrow}$ are boundary conditions that do not depend on the cloud properties, while $F_{\text{top}}^{\downarrow}$ and $F_{\text{top}}^{\uparrow}$ do depend on the cloud properties. Note that while SAM ignores absorption and emission by gases, RAPRAD includes it, so for RAPRAD, the flux convergence from a clear-sky case must be subtracted out in order to isolate the effect of the cloud. The parameterized broadband absorption cross section can be obtained from $FC$, $F_{\text{bot}}^{\downarrow}$, and $F_{\text{top}}^{\downarrow}$, using expressions derived below.

While RAPRAD considers scattering, the SAM radiative transfer scheme includes only

\textsuperscript{4}This value was hard-coded in RAPRAD. It should not affect the calculated ice crystal properties.
absorption and emission. In SAM, the fluxes exiting a cloud layer are calculated according to:

\[ F_{\text{top}}^\uparrow = F_{\text{bot}}^\uparrow t + (1 - t)B \]  
(3.2)

\[ F_{\text{bot}}^\downarrow = F_{\text{top}}^\downarrow t + (1 - t)B . \]  
(3.3)

where \( t \) is the cloud layer transmissivity and \( B = \sigma T^4 \), where \( \sigma \) is the Stefan-Boltzmann constant and \( T \) is the temperature.\(^5\) The first term in these expressions represents attenuation due to absorption. The second term represents blackbody emission, where \( B \) is the flux density of radiation emitted by a perfect blackbody, and \( (1 - t) \) is the emissivity, which is equal to the absorptivity by Kirchhoff’s law.\(^6\)

By substituting Equations 3.2 and 3.3 into Equation 3.1 and rearranging, we can obtain an expression for the transmissivity of the layer in terms of the flux convergence and flux boundary conditions:

\[ t = 1 - \frac{FC}{F_{\text{bot}}^\uparrow + F_{\text{top}}^\downarrow - 2B} \]  
(3.4)

The transmissivity of the layer is related to the absorption cross section via the layer’s optical depth. For vertically incident radiation, the optical depth is

\[ \tau = \sigma_{\text{abs}} N \Delta z \]  
(3.5)

where \( \sigma_{\text{abs}} \) is the ice crystal absorption cross section, \( N \) is the ice crystal number concentration, and \( \Delta z \) is the thickness of the cloud layer. The transmissivity of the layer is calculated in SAM according to

\[ t = e^{-\tau/\mu} \]  
(3.6)

\(^5\)Note that SAM includes multiple model layers and does this calculation for each layer that contains cloud ice, whereas RAPRAD is run with only one cloud layer. Tests with two adjacent cloud layers in RAPRAD did not significantly affect the parameterized absorption cross sections.

\(^6\)Note that in reality the blackbody emission in the shortwave at atmospheric temperatures is negligible, so the emission term should arguably be neglected for the shortwave. However, for consistency, if this term is included in SAM then it should also be included when calculating the parameterized SW absorption cross section.
where \( \mu = 1/2 \) is the cosine of the effective zenith angle (Petty, 2006, p. 214). Therefore, the parameterized broadband absorption cross section is found using:

\[
\sigma_{\text{abs}} = -\frac{\ln(t)}{2N\Delta z}, \tag{3.7}
\]

where \( t \) is calculated using Equation 3.4 based on the fluxes calculated by RAPRAD.

Figure 3.1 summarizes the information flow from ice optical constants to broadband absorption cross sections. The broadband absorption cross sections calculated by Tra Dinh using this method are shown in Table 3.1.

### 3.2 Revised calculations for spheres

In the process of developing the methods for calculating the radiative properties of non-spherical particles, I have made several changes to the calculations for spherical particles in the longwave. These changes were made largely for methodological consistency with the non-spherical cases and are not meant to imply that the absorption cross sections listed in Table 3.1 are incorrect. These changes are described below.

The shortwave is responsible for only about 10% of the radiative absorption in thin cirrus, so small changes to the shortwave absorption cross sections would have a negligible effect on the overall radiative heating. Therefore, I have not attempted to recalculate the shortwave absorption cross sections for spherical or non-spherical crystals. See Appendix B for more on the relative importance of SW and LW heating in thin cirrus.

#### 3.2.1 T-Matrix code

The Toon and Ackerman (1981) Mie scattering code does not allow for shapes other than spheres. Because of this limitation, I switched to a different code, which is based on the T-Matrix method for numerically solving Maxwell’s equations, in order to compute

\[\text{The SAM radiative transfer scheme assumes a plane-parallel atmosphere but the cloud-resolving model is 2-dimensional; the effective zenith angle accounts for multiple angles of incidence and emission.}\]
the single-scattering properties of ice. This code is described in *Mishchenko and Travis* (1998). It is applicable to rotationally symmetric particles, including spheroids, circular cylinders, and Chebyshev particles. I have used the spheroid case, including the special case of a spherical particle.

Inputs to the $T$-Matrix code include the wavelength of light; the real and imaginary optical constants of bulk ice at that wavelength; the ice crystal size, expressed in terms of the radius of the equivalent-volume sphere; the aspect ratio of the particles; and the size distribution of particles, although I have only run monodisperse cases. Outputs include the extinction and scattering cross sections, the asymmetry parameter, and the
Table 3.1: Look up table of longwave and shortwave absorption cross sections used in SAM for spherical ice crystals. These values were calculated by Tra Dinh using the procedure described in Section 3.1.

Comparisons of the $T$-Matrix output to the RAPRAD phase function files used by Tra Dinh showed that the results of the two scattering codes matched to within 1% (and usually much better) in the longwave for the 15 spherical particle sizes in the lookup table. For the shortwave, however, a limitation was reached for particles with radii greater than

---

8The variable names for the output are listed in Mishchenko and Travis (1998).
9.6 μm: the code does not converge because the size parameter, $2\pi r / \lambda$, gets too large for the shortest wavelengths included in the radiative transfer model.9

3.2.2 RRTM

Because it is simpler to use and runs faster than RAPRAD, I have been using a different multiple-scattering radiative transfer model, known as the Rapid Radiative Transfer Model, or RRTM.10 RRTM was created by the firm Atmospheric and Environmental Research and is available to download at <http://rtweb.aer.com/rrtm_frame.html>. There are two versions of RRTM. One is intended for use in global climate models (GCMs), but since it does not account for scattering in the longwave, I have used the other, standalone version. In RRTM, as in RAPRAD, the absorption calculation is based on Mlawer et al. (1997), with changes to two of the band boundaries. Scattering is calculated using a code, known as DISORT, that implements the discrete-ordinates method. DISORT is described in the paper by Stamnes et al. (1988), and a much more detailed discussion is given in the NASA technical report by Stamnes et al. (2000).11 DISORT can be run in 4, 8, or 16 streams in RRTM; I have used the 4-stream version.

RRTM input is provided in 2 files: INPUT_RRTM and IN_CLD_RRTM. The INPUT_RRTM file specifies the temperature profile and vertical resolution. It also specifies the volume mixing ratios of absorbing gases including H2O, CO2, O3, N2O, CO, CH4, and O2, as well as the layer concentration of “broadening” (non-absorbing) gases, i.e. N2 and Ar, in cm$^{-2}$. I ran RRTM for the same vertical grid as RAPRAD (0-45 km, 500 m resolution)

---

9 An extended precision version of the code exists but attempting to use it did not solve this problem.

10 Originally I started using RRTM because I could not reproduce Tra Dinh’s original absorption cross sections with RAPRAD, which I thought was due to code maintenance issues in RAPRAD but was actually because I was not subtracting out the clear-sky flux convergence before calculating the absorption by the ice crystals. RAPRAD is slower to run than RRTM largely because RAPRAD needs to be recompiled every time the properties of the ice crystals are changed, although it could probably be re-engineered to fix this problem.

11 Another documentation file, focused on the code itself, is also available at <ftp://climate1.gsfc.nasa.gov/ridgway/Multiple_Scatt/DISORT2.0beta/DISORT.doc>.
and with temperature, H$_2$O, and O$_3$ concentrations taken from the Galapagos sounding (Gettelman et al., 2004) used for RAPRAD. For the remaining greenhouse gases, I used the values from the clear-sky tropical test case included with the RRTM code, interpolated to the 500 m grid.\textsuperscript{12} The broadening gas concentration was calculated according to the ideal gas law and the pressure, temperature, and depth of the layer.\textsuperscript{13}

The IN_CLD_RRTM file contains information about the cloud location and properties. These properties include the extinction optical depth of the cloud layer, the single-scattering albedo, and moments 0 through 4 of the phase function, in each of the 16 RRTM longwave bands. I obtained these properties by running the T-Matrix code at the midpoints of these 16 bands in wavenumber space.\textsuperscript{14} The extinction optical depth is calculated by multiplying the extinction cross sections obtained from the T-Matrix code by the layer thickness and the number concentration of cloud particles.\textsuperscript{15} Note that the phase function moments output by the T-Matrix code must be normalized for RRTM by dividing the $n$th moment by $(2n + 1)$.\textsuperscript{16}

Like RAPRAD, RRTM outputs the upwelling and downwelling fluxes at the top and bottom of the cloud which can be used to calculate the broadband absorption cross sections using Equations 3.4 and 3.7. The absorption cross sections calculated using this

---

\textsuperscript{12}The CO$_2$ concentration in this case is nearly constant at about 355 ppmv.

\textsuperscript{13}Originally I had interpolated the broadening gas densities from the test case to the 500 m grid, but that was incorrect as this quantity depends on the layer thickness. This led to the clear-sky radiative fluxes being much different between RAPRAD and RRTM; after fixing this problem, the clear-sky agreement between the models was much better.

\textsuperscript{14}The band properties are specified in order of increasing wavenumber, the opposite order from RAPRAD. Specifying these properties in reverse order originally led me to think that the two models were producing vastly different results.

\textsuperscript{15}I have written a Python script to generate the IN_CLD_RRTM file based on this information and the T-Matrix output; this way the T-Matrix code only needs to be run once for multiple cloud configurations with the same ice crystal size.

\textsuperscript{16}The moments of the phase function are the coefficients of Legendre polynomials into which the phase function has been expanded. Their precise definition differs between the T-Matrix and DISORT codes. In the output to the T-matrix code, these phase function moments are given as the vector ALPH1. To see that this is the correct normalization, see the definition of PMOM in the DISORT.doc file at <ftp://climate1.gsfc.nasa.gov/ridgway/Multiple_Scatt/DISORT2.0beta/DISORT.doc>).
method for the optical constants of ice listed in Warren (1984) are shown in the “RRTM (old optical constants)” column of Table 3.2. The results from RRTM match those from RAPRAD to within about 6%. The differences between the results from the two radiative transfer models are likely due to the choice of wavelengths within the bands at which to run the Mie scattering code. Appendix A explores this choice as a potential source of uncertainty.

Figure 3.2: Real index of refraction of ice from Warren (1984) (green) and Warren and Brandt (2008) (black) as a function of wavelength in the longwave. RRTM band boundaries shown as red, solid, vertical lines; RAPRAD band boundaries, where they differ, shown in blue. (The only differences are for the lower bound of the shortest-wavelength bin and the boundary between the second-longest-wavelength and longest-wavelength bin). Midpoints of the RAPRAD bins in wavelength space shown as blue dashed lines; midpoints of the RRTM bins in wavenumber space shown as red dashed lines.
3.2.3 Updated optical constants of ice

The ice optical constants compiled by Warren (1984) have been updated by Warren and Brandt (2008) in order to incorporate the intervening 24 years of ice physics research. Figures 3.2 and 3.3 compare the real and imaginary indices of refraction, respectively, from these two papers across the LW wavelength ranges considered by RAPRAD and RRTM.

Figure 3.3: Same as figure 3.2 but for the imaginary index of refraction of ice.

Because there were some updates to the optical constants within the LW wavelength range of RRTM, I have recalculated the LW absorption cross sections for spheres using the new optical constants, again using RRTM as the radiative transfer model. Table 3.2
compares these results, the results from the old optical constants, and Tra Dinh’s original table. The changes in the optical constants for RRTM cause a change in the parameterized absorption cross section of at most about 3.5%.

Figures 3.2 and 3.3 show that the imaginary index of refraction, in particular, varies over as much as several orders of magnitude within the RRTM bands, suggesting that the possible error associated with the precise choice of wavelength is larger than the effect
Ice optical constants: $m_{Re}(\lambda), m_{Im}(\lambda)$ (Warren and Brandt, 2008)

Single-scattering properties: $\omega_0(\lambda), \sigma_{ext}(\lambda), PMOM(\lambda)$

Cloud properties: layer #, $\Delta z$, $N$

INPUT_RRTM: $T(z), [H_2O](z), [O_3](z), [CO_2](z), [N_2O](z), [CO](z), [CH_4](z), [O_2](z), N_{broad}(z)$

IN_CLD_RRTM: layer #, $\tau_{ext}(\nu), \omega_0(\nu), PMOM(\nu)$

RRTM radiative transfer model

SW and LW fluxes: $F_{bot}^+ , F_{top}^+ , FC$

Broadband absorption cross sections: $\sigma_{abs,LW}, \sigma_{abs,SW}$

Equations 3.4, 3.7 (subtract out no-cloud FC first)

Figure 3.4: Information flow for the radiation parameterization, for my revised methodology, for spheres. This is the method used to generate the “RRTM (new optical constants)” case in Table 3.2. $m$ = index of refraction; $\lambda$ = wavelength; $\omega_0$ = single-scattering albedo; $\sigma_{ext}$ = extinction cross section; $PMOM$ = moments of phase function; $z$ = altitude; layer # = position of cloud; $\Delta z$ = cloud layer thickness; $N$ = number concentration of ice crystals; $T$ = temperature; $[]$ denotes chemical concentration; $N_{broad}$ = concentration of broadening gases; $F_{bot}^+$ = upward flux at bottom of cloud; $F_{top}^+$ = downward flux at top of cloud; $FC$ = flux convergence in cloud.

of the Warren and Brandt (2008) updates to the ice optical constants. This may in fact be the reason for the differences between the “RAPRAD” and “RRTM (old optical constants)” case shown in Table 3.2, because the Mie scattering codes were run at different wavelengths for the two models.17 To explore this possible source of error, Appendix A includes some sensitivity tests to the choice of optical constants within the bands, with the “RRTM (new optical constants)” case shown in Table 3.2 used as the control case.

17Running the two codes with single-scattering properties calculated at the same wavelengths for all bands would pose its own problems, because the band boundaries are not the same.
These tests suggest that the uncertainty caused by the choice of wavelengths within the bands is larger than the differences between RAPRAD and RRTM or those caused by the updates to the ice optical constants.

Figure 3.4 is an analogue to Figure 3.1 for my updated methods for spheres, i.e. the methods used to create the “RRTM (new optical constants)” numbers shown in Table 3.2. Hereafter, I will be using these numbers for the LW absorption cross sections for spheres, rather than the ones used by Dr. Dinh. This is not to suggest that the original numbers were incorrect, but is rather being done for consistency with the methods used for non-spherical ice crystals, which are described in the next section.

3.3 **Extension to non-spherical ice crystals**

I had originally planned to use the $T$-Matrix code to directly calculate the radiative properties of prolate and oblate spheroids of ice, with volumes equal to those of spheres with the radii listed in Table 3.2. However, when I tried to do this for oblate spheroids with an aspect ratio of 6, it only worked for the three smallest sizes in the table. For larger sizes, the $T$-Matrix code failed to converge. For prolate spheroids, the problem was even worse, with convergence obtained only for the smallest mass in the table. Therefore, instead of spheroids, I have chosen a different representation of columns and plates for the radiation parameterization.

3.3.1 **Equal-V/A spheres method**

This method involves representing a cloud of nonspherical ice crystals using spheres with the same surface area to volume ratio (referred to as “equal-V/A spheres” hereafter for brevity), with the number concentration adjusted to conserve mass. The accuracy of this method for the calculation of upward and downward fluxes of radiation in multiple-scattering radiative transfer models was first demonstrated by Grenfell and Warren (1999), who considered the case of cylindrical ice crystals. Neshyba *et al.* (2003) extended this method to solid, hexagonal plates and columns, and Grenfell *et al.* (2005)
further extended it to hollow columns and plates. The rationale for this method is that the scattering caused by a cloud layer depends mainly on the total ice crystal surface area, the absorption depends mainly on the total volume of ice, and the number concentration of ice crystals (at constant total mass) is not very important for the radiative fluxes.\footnote{Unlike for angle-integrated fluxes, the equal-$V/A$ spheres method would not be accurate for angle-dependent intensities, but those are not important for our purposes.}

In order to obtain the best possible approximation of realistic ice crystals, I have used the equal-$V/A$ spheres method for hexagonal columns and plates, following Neshyba \textit{et al.} (2003). For consistency with the aspect ratios for spheroids I have used an aspect ratio of 6 for the columns and 1/6 for the plates, where the aspect ratio is here defined as (Neshyba \textit{et al.}, 2003, Eq. 5):

\begin{equation}
\Gamma \equiv \frac{c}{2a}
\end{equation}

where $c$ is the length of the column or thickness of the plate, and $a$ is the distance along the hexagonal face from the center to one of the vertices.\footnote{This is a slightly different definition from the aspect ratio for spheroids, so the consistency is not perfect.}

The volume of a hexagonal prism is given by (Neshyba \textit{et al.}, 2003, Eq. 6c):

\begin{equation}
V = 3\sqrt{3}a^3\Gamma.
\end{equation}

The radius of the sphere whose ratio of volume to surface area matches that of the hexagonal column or plate (the “equal-$V/A$ sphere”) is (Neshyba \textit{et al.}, 2003, Eq. 6a):

\begin{equation}
r_{VA} = \frac{3\sqrt{3}a\Gamma}{4\Gamma + \sqrt{3}}.
\end{equation}

It is sometimes convenient to express sizes of the columns and plates in terms of the radius, $r_V$, of the equivalent-volume sphere, even though this is not the actual sphere being used in the model. A useful expression can be derived for the ratio of $r_{VA}$ to $r_V$ in
terms of only the aspect ratio $\Gamma$:\textsuperscript{20}

$$\frac{r_{VA}}{r_V} = \left( \frac{3\sqrt{3}\Gamma}{4\Gamma + \sqrt{3}} \right) \left( \frac{4\pi}{9\sqrt{3}\Gamma} \right)^{1/3}. \quad (3.11)$$

To conserve the total ice mass in the cloud layer, the ice crystal number concentration should be multiplied by (Neshyba et al., 2003, Eq. 6b)

$$\frac{N_s}{N} = \left( \frac{4\Gamma + \sqrt{3}}{36\pi\Gamma^2} \right)^3, \quad (3.12)$$

where $N_s$ is the number concentration of equal-$V/A$ spheres and $N$ is the number concentration of columns or plates.

For $\Gamma = 6$ (columns), $r_{VA}/r_V = 0.6206$ and $N_s/N = 4.1847$. For $\Gamma = 1/6$ (plates), $r_{VA}/r_V = 0.6106$ and $N_s/N = 4.3933$. Table 3.3 shows the values of $r_{VA}$ for columns and plates with $\Gamma$ of 6 and 1/6, respectively, associated with each of the ice crystal masses (expressed in terms of $r_V$) in the original absorption cross section lookup table. It also shows $N$, the number concentration used in the original parameterization for spheres, and $N_s$, the number concentration of equal-$V/A$ spheres such that the cloud mass remains the same. To generate absorption cross sections for columns and plates, the $T$-Matrix code was run for spheres with the radii $r_{VA}$ given in Table 3.3, and then RRTM was run with a number concentration $N_s$ of these spheres. In the last step of the parameterization (Equation 3.7), $N$ was used instead of $N_s$ so that the absorption would be attributed to the correct number of non-spherical ice crystals.

3.3.2 Results

The LW absorption cross sections generated using the equal-$V/A$ spheres method to represent hexagonal plates and columns are shown in Table 3.4, under columns labeled “Plate (multi-sphere)” and “Column (multi-sphere)”. Comparing these columns to the “Sphere” column (which is the same as the “RRTM (new optical constants)” case from

\textsuperscript{20}To derive this expression, first eliminate $a$ from Equations 3.9 and 3.10 to express $r_{VA}$ in terms of $\Gamma$ and $V$. Then, substitute $\frac{4}{3}\pi r_V^3$, the volume of a sphere of radius $r_V$, for $V$. 

Table 3.3: Parameters for radiative transfer model runs representing hexagonal columns and plates, with aspect ratios of 6 and $1/6$, respectively, as collections of equal-$V/A$ spheres (Neshyba et al., 2003). $r_V$ is the radius of equal-volume sphere (measure of ice crystal mass). $r_{VA}$ is the radius of equal-$V/A$ sphere. $N$ is the number concentration of columnar or plate crystals. $N_s$ is the number concentration of equal-$V/A$ spheres that conserves total ice mass in the cloud layer.

Table 3.4) shows that the effect of non-spherical shape on the parameterized LW absorption cross sections is minimal for the smallest crystals, but amounts to a factor of about 1.6 for the largest crystals. Generally, non-spherical crystals have greater absorption cross sections than their equivalent-mass spherical counterparts, except for the smallest
size listed in the table. The differences between the columns and plates are very small, because the surface area to volume ratios are very similar for aspect ratios of 6 and 1/6.

To try to gain some sense of the uncertainty associated with the use of this method, I have also shown results from several other methods in Table 3.4. The columns labeled “direct” show results where the single-scattering properties were obtained using the T-Matrix code for spheroids; for larger spheroids, the code failed to converge.

Table 3.4: Longwave absorption cross sections (m²) for spheres (see Section 3.2) and for nonspherical crystals generated using various methods. “Multi-spheres” means that RRTM was run with a cloud of spheres with the surface-area-to-volume ratio the same as those for hexagonal columns or plates, following Neshyba et al. (2003) (columns 3 and 4), or for oblate or prolate spheroids (rightmost two columns), all with aspect ratios of 6. “Direct” means that single-scattering properties were generated by running the T-Matrix code for spheroids; for larger spheroids, the code failed to converge.

<table>
<thead>
<tr>
<th>$r_V$ (µm)</th>
<th>Sphere (multi-sphere)</th>
<th>Plate (multi-sphere)</th>
<th>Column (direct)</th>
<th>Oblate (direct)</th>
<th>Prolate (direct)</th>
<th>Oblate (multi-sphere)</th>
<th>Prolate (multi-sphere)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>6.65 x 10^{-13}</td>
<td>6.51 x 10^{-13}</td>
<td>6.51 x 10^{-13}</td>
<td>6.86 x 10^{-13}</td>
<td>6.69 x 10^{-13}</td>
<td>6.47 x 10^{-13}</td>
<td>6.52 x 10^{-13}</td>
</tr>
<tr>
<td>2.2</td>
<td>6.81 x 10^{-12}</td>
<td>7.12 x 10^{-12}</td>
<td>7.12 x 10^{-12}</td>
<td>6.94 x 10^{-12}</td>
<td>7.13 x 10^{-12}</td>
<td>7.10 x 10^{-12}</td>
<td></td>
</tr>
<tr>
<td>3.4</td>
<td>2.23 x 10^{-12}</td>
<td>2.54 x 10^{-11}</td>
<td>2.93 x 10^{-11}</td>
<td>2.29 x 10^{-11}</td>
<td>2.57 x 10^{-11}</td>
<td>2.48 x 10^{-11}</td>
<td></td>
</tr>
<tr>
<td>4.6</td>
<td>4.76 x 10^{-11}</td>
<td>5.88 x 10^{-11}</td>
<td>5.85 x 10^{-11}</td>
<td></td>
<td>5.99 x 10^{-11}</td>
<td>5.65 x 10^{-11}</td>
<td></td>
</tr>
<tr>
<td>5.8</td>
<td>8.22 x 10^{-11}</td>
<td>1.08 x 10^{-10}</td>
<td>1.08 x 10^{-10}</td>
<td></td>
<td>1.12 x 10^{-10}</td>
<td>1.02 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>1.27 x 10^{-10}</td>
<td>1.74 x 10^{-10}</td>
<td>1.73 x 10^{-10}</td>
<td></td>
<td>1.81 x 10^{-10}</td>
<td>1.63 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>8.2</td>
<td>1.79 x 10^{-10}</td>
<td>2.56 x 10^{-10}</td>
<td>2.54 x 10^{-10}</td>
<td></td>
<td>2.68 x 10^{-10}</td>
<td>2.36 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>9.4</td>
<td>2.42 x 10^{-10}</td>
<td>3.52 x 10^{-10}</td>
<td>3.48 x 10^{-10}</td>
<td></td>
<td>3.71 x 10^{-10}</td>
<td>3.22 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>10.6</td>
<td>3.10 x 10^{-10}</td>
<td>4.64 x 10^{-10}</td>
<td>4.59 x 10^{-10}</td>
<td></td>
<td>4.93 x 10^{-10}</td>
<td>4.24 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>11.8</td>
<td>3.91 x 10^{-10}</td>
<td>5.93 x 10^{-10}</td>
<td>5.85 x 10^{-10}</td>
<td></td>
<td>6.27 x 10^{-10}</td>
<td>5.36 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>13.0</td>
<td>4.79 x 10^{-10}</td>
<td>7.34 x 10^{-10}</td>
<td>7.24 x 10^{-10}</td>
<td></td>
<td>7.79 x 10^{-10}</td>
<td>6.62 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>15.5</td>
<td>7.00 x 10^{-10}</td>
<td>1.08 x 10^{-9}</td>
<td>1.06 x 10^{-9}</td>
<td></td>
<td>1.14 x 10^{-9}</td>
<td>9.60 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>22.9</td>
<td>1.56 x 10^{-9}</td>
<td>2.47 x 10^{-9}</td>
<td>2.44 x 10^{-9}</td>
<td></td>
<td>2.64 x 10^{-9}</td>
<td>2.21 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>33.8</td>
<td>3.39 x 10^{-9}</td>
<td>5.54 x 10^{-9}</td>
<td>5.44 x 10^{-9}</td>
<td></td>
<td>5.93 x 10^{-9}</td>
<td>4.90 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>7.32 x 10^{-9}</td>
<td>1.21 x 10^{-8}</td>
<td>1.19 x 10^{-8}</td>
<td></td>
<td>1.31 x 10^{-8}</td>
<td>1.07 x 10^{-8}</td>
<td></td>
</tr>
</tbody>
</table>
I also ran cases where I used a cloud of spheres with the surface-area-to-volume ratio matching oblate and prolate spheroids, rather than plates and columns. The results from this method are shown in the last two columns of Table 3.4 and as dotted lines in Figure 3.5. This method keeps the represented shapes consistent with the microphysical calculations described in Chapter 2, but it amounts to an “approximation to an approximation” of the more physically realistic plate and column shapes. Also, unlike for columns and plates (Neshyba et al., 2003), no publication exists comparing the radiative fluxes obtained using equal-\(V/A\) spheres to represent spheroids with the results obtained using more accurate (but computationally expensive) representations of spheroids.

Figure 3.5 shows the ratios of the longwave absorption cross sections for non-spherical crystals to those for spheres—that is, the ratio of the other columns to the “Spheres” column in Table 3.4. For the “multi-spheres” cases for hexagonal crystals, the results for plates and columns are very similar. For larger (> 10 \(\mu\)m in equivalent-mass sphere radius) crystals, the non-spherical crystals absorb 50-60% more LW radiation than their spherical counterparts. For smaller crystals, the effect diminishes until the absorption coefficients are about the same for the very smallest crystals considered. For the direct \(T\)-Matrix calculations for spheroids, the non-spherical crystals consistently have greater absorption coefficients than their spherical counterparts, but for the smallest size considered, the Neshyba et al. (2003) method shows a reduction rather than an increase in the particle absorption, and for the next two sizes, the multi-sphere method for plates results in a much larger increase in the absorption cross section relative to spheres than does the direct calculation for oblate spheroids. For the equal-\(V/A\) calculations for oblate spheroids, the resulting absorption cross sections are generally greater than those for hexagonal plates, while those for prolate spheroids are generally less than those for hexagonal columns but still greater than those for spheres (with the exception of the smallest size considered).

In the absence of more accurate methods that I have been able to get to work for all
sizes in the table, the “Plate (multi-sphere)” and “Column (multi-sphere)” cases shown in Table 3.4 and Figure 3.5 represent my current best guess as to the longwave absorption cross sections for columns and plates with aspect ratios of 6. I would put the uncertainty of these values at around ± 20%, because the largest differences in Figure 3.5 between the different methods I have tried for the same ice crystal mass are about 20%. The Future Work section (5.2) describes some alternative strategies that may produce a more accurate radiation parameterization in the future.

Figure 3.5 shows that non-spherical ice crystals with aspect ratios of 6 generally have stronger longwave radiative absorption than spheres of the same mass. For larger crystals, this effect can be as much as a factor of 1.6, but note that in the cloud-resolving model simulations described in Chapter 4, the ice crystals start with equivalent-mass sphere radii of 3.0 µm, which implies a smaller effect of a factor of about 1.1. The effects of using the non-spherical absorption coefficients derived here on the time evolution of the clouds are explored in the cloud-resolving model simulations described in Section 4.4.2.
Figure 3.5: Ratios of the parameterized longwave absorption cross sections for non-spherical crystals calculated using various methods to those for spheres of equivalent mass, as a function of equivalent-mass sphere radius. The legend entries correspond to the columns of Table 3.4.
Chapter 4

CLOUD-RESOLVING MODEL SIMULATIONS

Section 4.1 briefly describes the cloud-resolving model I have been using to study thin tropical tropopause layer cirrus. Section 4.2 describes the setup of the simulations. Section 4.3 contains the results of control simulations containing spherical ice crystals. Comparisons to the simulations by Dinh et al. (2010) are made in order to demonstrate that the model produces similar results to previous work. Section 4.4 contains the results of simulations involving non-spherical crystals. Section 4.5 contains sensitivity tests involving more extreme changes in the fall speed and radiative absorption. Section 4.6 compares the ice crystal size distributions produced by the model to observations.

4.1 Model description

The cloud-resolving model used here is based on the System for Atmospheric Modeling (SAM), described in Khairoutdinov and Randall (2003). Dinh et al. (2012) replaced the SAM advection scheme with the selective monotonicity-preserving scheme described by Blossey and Durran (2008). I have not made any further changes to the model's dynamics. See Chapters 2 and 3 for descriptions of the microphysics and radiative transfer schemes, respectively, including the schemes used by Dr. Dinh and the changes I have made to them. Dinh (2012) and Dinh et al. (2012) provide good descriptions of the dynamical core of the model and how the microphysics and radiation calculations interact with the dynamics.

Durrant et al. (2009), Dinh (2009) and Dinh et al. (2010) used a different cloud-resolving model, called Meso06. The switch to SAM was made after the 2010 paper.
4.2 Model setup

The model domain is in 2 dimensions, the zonal (x) and the vertical (z). The location is assumed to be on the equator, so that the Coriolis force can be ignored. The vertical resolution is 25 m and the horizontal resolution is 100 m. The domain extends 432 km in the x-direction and 3.25 km in the z-direction, from 14.75 km to 18 km.\(^1\)

4.2.1 Boundary conditions

The dynamical boundary conditions are periodic on the lateral edges and employ the non-reflective, open boundary conditions described by Bougeault (1983) and Klemp and Durran (1983) at the top and bottom of the domain.\(^2\)

The cloud-resolving model does not calculate radiative transfer except in the cloud. The radiation boundary conditions (radiative fluxes entering the cloud) are generated using a radiative transfer model (RRTM in the longwave and RAPRAD in the shortwave) for a clear-sky case in a typical tropical atmosphere.\(^3\) The fluxes exiting the cloud are calculated according to Equations 3.2 and 3.3, but for each cloudy model layer instead of the entire cloud.\(^4\) This calculation uses the broadband absorption cross sections derived in Chapter 3.

---

\(^1\)These dimensions were chosen to be similar to those used in Dinh et al. (2010), while satisfying additional constraints imposed by the SAM Model. SAM requires that the prime factorization of the horizontal domain dimension include only 2, 3, and 5. Also, I have been running the model on 12 parallel processors, with the domain divided into 12 subdomains in the x-direction. Therefore, the number of grid boxes in the horizontal dimension must be divisible by 12. 4320 (but not 4000) satisfies all of these conditions. The number of vertical levels (130 in this case) must be 2 less than a number divisible by 12.

\(^2\)Dinh et al. (2010) instead employed a damping layer between the altitudes of 12.5 and 14.5 km to prevent waves from reflecting off the bottom of the domain. The more efficient boundary condition used here had not yet been programmed into the model in 2010.

\(^3\)Specifically, the profile used is a March climatological average in the Galápagos (Gettelman et al., 2004).

\(^4\)For the purposes of the radiation calculation, the top and bottom of the cloud are defined as being the highest and lowest model layers, respectively, in which the horizontally integrated total cloud number concentration is at least 1 per square meter in the zonal-vertical plane.
4.2.2 Cloud configuration

The initial ice crystal number concentration is specified as follows, as in Dinh et al. (2010):

\[ N = N_0 f(x) g(z) \]  \hspace{1cm} (4.1)

where\(^5,6\)

\[ f(x) = \begin{cases} 
1 & \text{if } x < a \\
\cos^2 \left( \frac{\pi}{2a} (x - a) \right) & \text{if } a \leq x \leq 2a \\
0 & \text{otherwise} 
\end{cases} \]  \hspace{1cm} (4.2)

and

\[ g(z) = \begin{cases} 
\cos \left( \frac{\pi}{2d} (z - z_c) \right) & \text{if } (z_c - d) \leq z \leq (z_c + d) \\
0 & \text{otherwise} 
\end{cases} \]  \hspace{1cm} (4.3)

The initial maximum number concentration \( N_0 \) is set to \( 1.3 \times 10^6 \text{ m}^{-3} \); the cloud quarter-width \( a \) is set to 40 km; the height of the cloud center \( z_c \) is set to 16.25 km; and the cloud half-thickness \( d \) is set to 250 m. The ice crystal size distribution is initially monodisperse, with crystals of radius 3.0 \( \mu \text{m} \), or in the case of non-spherical crystals, having the equivalent mass of a 3-micron-radius sphere. Nucleation of new ice crystals is not considered, but ice crystals can grow or shrink by deposition and sublimation. Figure 4.1 shows the ice mixing ratio at model initialization; cf. Dinh et al. (2010), their Figure 2.

4.2.3 Temperature and humidity profiles

The initial temperature profile used in the model is an average of 12 radiosonde profiles taken in Nauru, a tropical Western Pacific site with frequent TTL cirrus coverage (Mace

\(^5\)Here \( x = 0 \) at the center of the domain.

\(^6\)The code instead uses \( \sin^2 \left( \pi \left( 1 - \frac{x}{2a} \right) \right) \) in the definition of \( f(x) \), which is algebraically equivalent to, but less intuitive than, what is printed here.
et al., 2009), on 1 through 12 January 2007 as part of the Atmospheric Radiation Measurement (ARM) program. Figure 4.2 (left panel) shows this temperature profile. This atmosphere is statically stable throughout the domain, with stability generally increasing with height. The temperature minimum of 188 K is located about 1 km above the middle of the initial cloud. Dinh et al. (2010) also used this temperature profile.

The initial water vapor profile is set so that the relative humidity is 100% in the cloud layer, including to the sides of the cloud, and 80% above and below the cloud layer. This results in an absolute humidity profile that mostly follows the temperature profile. Dinh et al. (2010) also used this configuration. Figure 4.2 shows the vertical profiles of the temperature and the absolute and relative (with respect to ice) humidity at the beginning of the simulation.

A second set of simulations was also done, with a different initial humidity profile that had smoother transitions at the top and bottom of the cloud. These simulations illustrate the importance of the initial humidity profile to the cloud evolution. The results from these simulations are shown in Appendix C.
Figure 4.2: Initial profiles of temperature (left), water vapor mixing ratio (center), and relative humidity with respect to ice (right). The dashed line indicates saturation. The gray rectangle indicates the initial location of the cloud. At the beginning of these simulations, these quantities do not depend on $x$, although the ice number concentration does depend on $x$.

4.3 Control simulation: spherical crystals

My simulations include a pre-existing cloud with no prescribed large-scale motion, so that the only fluid motions in the simulation are induced by the radiative heating of the cloud. This is the setup used in Dinh et al. (2010). To verify that the model is producing reasonable results, I have tried to reproduce the results of Dinh et al. (2010) as well as possible. I have been able to get results that are mostly similar, but have several differences.

Figure 4.3 shows the horizontal velocity ($u$), vertical velocity ($w$), and potential temperature perturbation ($\theta'$) at an elapsed time of 6 hours for the sphere simulation, over the portion of the domain shown in Figure 4.1. These plots show the radiative heating
Figure 4.3: Plots of vertical velocity (a), zonal velocity (b), and potential temperature perturbation (c) at an elapsed time of 6 hours for a SAM cloud-resolving model simulation with all spherical crystals. cf. Dinh et al. (2010), their Figure 3.
of the cloud and the resulting circulation. The $w$ plot shows rising motion inside the cloud and sinking motion outside it. The $u$ plot shows divergence above the cloud and convergence below it. The $\theta'$ plot shows strong positive potential temperature perturbations in the cloud, due to radiative heating of the ice crystals. The weak positive potential temperature perturbations to the sides of the cloud are associated with advection of radiatively heated air, and with subsidence, which raises the potential temperature in an Eulerian sense in a stably stratified atmosphere. The negative potential temperature perturbations above and below the cloud are due to rising motion. The plot window and contour intervals are the same as in Figure 3 of Dinh et al. (2010), in order to allow a direct comparison. My plots look qualitatively similar to those of Dinh et al. (2010), but quantitatively, they are not exactly the same.

Figure 4.4a shows the ice mixing ratio of the cloud 24 hours after the model initialization. Several important features should be pointed out. The cloud has spread out horizontally at the top and has narrowed at the bottom; this is consistent with what we would expect based on the $u$ field shown in Figure 4.3. Also, the ragged top of the cloud indicates small-scale convection, which is due to instability generated by the radiative heating of the cloud but not the air above it. Figure 4.4b shows the ice mixing ratio of the cloud at $t = 48$ hours. By then, the cloud base has narrowed even further, and the cloud top convection has congealed into fewer, larger cells.

Figure 6b of Dinh et al. (2010) shows the ice mixing ratio at 24 hours for an equivalent simulation. Their simulation shares major features with mine, including the convection and spreading at the cloud top, the narrowing at the cloud base, and the maintenance of the 16 km height of the cloud base. The main difference is that their simulation produces greater ice mixing ratios in the center of the cloud than does mine. Likewise, figure 6d of Dinh et al. (2010) shows a similar structure to my Figure 4.4b at 48 hours, but with more ice mass overall. Here are several differences between the simulations that could explain the discrepancies:
Figure 4.4: Ice mixing ratio at 24 hours (a) and 48 hours (b) for the control simulation with all spheres. Compare to Figure 4.1 and to Dinh et al. (2010), their Figures 6b and 6d.

- The model used is different (SAM in my simulations vs. Meso06 in Dinh et al. (2010)).

- The simulations of Dinh et al. (2010) used a different microphysics scheme (Chen and Lamb, 1994), which included only 10 size bins rather than the 25 used here. Dinh and Durran (2012) showed that these types of changes in the microphysics scheme can result in significant differences in the modeled cloud radiative heating rate.
• The fall speeds in my simulation are being calculated according to Stokes's Law rather than the method of Böhm (1989) (see Section 2.1).

• I have recalculated the LW ice crystal absorption cross sections for spheres and the radiative boundary conditions using a different radiative transfer model and updated optical constants of ice (see Sections 3.2.2 and 3.2.3).

I would argue that the agreement between my simulations and those of Dinh et al. (2010) is not good enough to directly compare my non-spherical cases with the spherical cases from Dinh et al. (2010), but it is good enough that we can take my spherical simulations as a reasonable control case against which the non-spherical simulations in the next section can be compared.

4.4 Non-spherical cases

I have incorporated non-spherical crystals into the calculation of three modeled properties: fall speeds, growth rates and longwave radiative absorption. For the fall speeds and growth rates, I have replaced spheres with oblate and prolate spheroids with aspect ratios of 6. See Chapter 2 for the details of this calculation. For the radiative absorption, I have regenerated the LW absorption cross section lookup table using a collection of spheres that have the same surface-area-to-volume ratio as hexagonal plates or columns with aspect ratios of 6, a method developed by Neshyba et al. (2003). See Chapter 3 for the details of this calculation.

This section explores the effects of these changes on the time evolution of the clouds. To quantify these effects, I have looked at several domain-integrated variables, including the cloud center of mass, the total ice mass, and the mean mass of the ice crystals. Section 4.4.1 explores the effects of the changes in the microphysics, while Section 4.4.2 explores the effects of the changes in the radiative absorption. Appendix C contains results from experiments similar to those presented here but with a different initial relative
humidity profile in the model. Section 4.5 contains results of some additional sensitivity tests in which fall speeds and radiative absorption coefficients are subjected to more extreme changes that go beyond the effects of ice crystal shape.

4.4.1 Effects of changes in microphysics

To isolate the effects of changes in microphysics, I have run the model with fall speeds and growth rates changed to the spheroid calculations one at a time and together, but still using spheres for radiative absorption. Figure 4.5a shows the center of mass of the cloud ice as a function of time for four simulations: the sphere (control) case; a case with oblate spheroids used for the fall speeds but spheres used for the growth rates; a case with spheres used for the fall speeds but oblate spheroids used for the growth rates; and a case with spheroids used for both fall speeds and growth rates. Figure 4.5b shows similar runs but for prolate spheroids.

All of the simulations show the center of mass increasing monotonically with time. This is due to some combination of the clouds being lifted by the radiatively induced circulation and the development of small-scale convection at the cloud top. Changing the growth rate to the spheroidal calculation has a negligible effect on the center of mass for most of the simulation, but doing the same for fall speeds results in a higher center of mass at all elapsed times. Recall (Figure 2.2) that these spheroids have fall speeds reduced by about a factor of about $1/3$ compared with equivalent mass spheres. Therefore, a higher cloud center of mass is consistent with expectations.

Figure 4.6 shows the total mass of the cloud as a function of time for the same four cases. These results are less straightforward than those for the center of mass. In all the simulations, there is an initial decline in the ice mass, which can be attributed to relative humidity decreases arising from local diabatic heating while the radiatively induced circulation is spinning up (see Section 4.5.2). After a minimum at about 9 hours,

---

7Since this is a 2D model, after integrating over x and z, the resulting mass is per unit length in the y direction.
Figure 4.5: Cloud center of mass as a function of time, for spheres (black, both panels) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Dashed lines: spheroidal shape considered only for fall speed. Dotted lines: spheroidal shape considered only for growth rate. Solid colored lines: spheroidal shape considered for both fall speeds and growth rates.
Figure 4.6: Total cloud ice mass (kg per m in y direction) as a function of time, for spheres (black, both panels) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Dashed lines: spheroidal shape considered only for fall speed. Dotted lines: spheroidal shape considered only for growth rate. Solid colored lines: spheroidal shape considered for both fall speeds and growth rates.
there is a rebound in the ice mass, which peaks at about 18 hours. Using spheroidal fall speeds results in a greater total cloud ice mass than the control simulation during the first day, possibly because fewer crystals are falling into the subsaturated below-cloud region. For spheroidal growth rates, both the initial decline and the subsequent rebound are stronger, consistent with the magnitude of \( dm/dt \) being greater for spheroids than for spheres (as shown in Figure 2.3), which would mean that ice crystals would grow faster (in a mass sense) in a supersaturated environment and shrink faster in a subsaturated environment. The results of the simulations with spheroids used for both fall speeds and growth rates suggest that the effects of fall speed and growth rate often cancel if they are of opposite signs, and add if they are of the same sign. However, there are times when the combined fall speed/growth rate case is much different from the other three cases, suggesting that the two processes interact in nonlinear ways and should not be assumed to be additive.

After the peak at around 18 hours, there is a sustained decline in the total ice mass, and by 48 hours, the cloud has lost about 30% of its mass. This is different from the simulations of Dinh et al. (2010), who found a continued rise in cloud ice mass during the second day (see their Figure 8a). The circulation in my model is generally somewhat weaker than that in Tra Dinh's simulation, likely due to one of the model differences listed above.

Since the model allows ice crystals to shrink until they disappear but does not allow new crystals to nucleate, looking at the mean ice crystal mass instead of the total cloud ice mass gives us a different sense of what is happening to the individual crystals. Figure 4.7 shows this quantity as a function of time, for the same four cases. In the first 18

\[\text{When comparing the total ice mass at 0 h in my figures and those of Dinh et al. (2010), there appears to be a discrepancy. My initial ice mass is greater by about a factor of 2, because my simulation includes both the left and right half of the domain while Tra Dinh's included only half, with a symmetric boundary condition in the middle. Still, the initial ice mass in my simulations is not exactly twice that in Tra Dinh's, as would be expected. If I do a double integral of Equation 4.1 in } x \text{ and } z \text{ and multiply by the mass per ice crystal, I get an answer for the total mass that is more consistent with my figure than with Tra Dinh's figure. Different ways of interpolating the continuous functions } f(x) \text{ and } g(z) \text{ onto the discrete model grids may account for the discrepancy.}\]
Figure 4.7: Mean ice crystal mass (kg) as a function of time, for spheres (black, both panels) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Dashed lines: spheroidal shape considered only for fall speed. Dotted lines: spheroidal shape considered only for growth rate. Solid colored lines: spheroidal shape considered for both fall speeds and growth rates.
hours, the runs using spheroids for fall speed only are similar to the control case and the runs using spheroids for growth rate only are similar to the runs using spheroids for both fall speed and growth rate, suggesting that the growth rate calculation is of primary importance for how large the individual crystals grow during this part of the simulation.

After the peak, the second decline is much less pronounced in the mean ice crystal mass plots than in the total ice mass plots, and there is a second rebound that appears in some of the cases. The mean ice crystal mass never varies by more than about 15% in any of these simulations. The fact that a pronounced decline is seen in the total ice mass but not the mean crystal mass plots suggests that most of the mass loss is from crystals that shrink until they disappear entirely. This would seem to point to sedimentation below the bottom of the cloud as the reason for the decline in the total ice mass, because ice crystals that fall below the cloud never have a chance to regrow and therefore are removed from the mean crystal mass calculation once they are gone.

It is also worth noting that the spread in the mean ice crystal mass between the different model runs is much greater in the 2nd day of the simulation than in the first. This may be because a greater fraction of the cloud mass in the second day is located in the cloud-top convective cells (see Figure 4.4). It appears that these turbulent cells are chaotic and therefore sensitive to small changes in the physical constants. Even the difference between oblate and prolate spheroids, which has very little impact on the fall speeds and growth rates of individual ice crystals (Figures 2.2 and 2.3), makes a large difference to the mean ice crystal mass by 48 hours, particularly for the case that assumes a spheroidal shape for both fall speed and growth rate.

It may appear that there is a diurnal cycle in the mean ice crystal radius. However, there is no diurnal cycle in any physical process in the cloud-resolving model used here, therefore the apparent diurnal cycle is coincidental. The shortwave radiative heating assumes a constant 40° solar zenith angle. Appendix B argues that the possible error arising from this assumption is small.
4.4.2 Effects of changes in radiation

This section examines the results of cloud-resolving model simulations incorporating the longwave absorption cross sections for non-spherical crystals (plates and columns with aspect ratios of 6) derived in Section 3.3. The results are compared to the case from Section 4.4.1 including the effects of non-spherical shape for fall speed and growth rate but not radiation, and the control case from Section 4.3, which assumed a spherical shape for all calculations.

Figure 4.8 shows the cloud center of mass as a function of time for these cases. Comparing the result where non-spherical shape is considered for radiation to the result where shape is considered only for microphysics gives us insight into the specific role that radiation plays. The non-sphere radiation case has a higher center of mass than the other cases. Looking at the case in which non-spherical shape is considered for microphysics but not radiation suggests that microphysics is responsible for about 60% of the center of mass increase relative to the control case, and radiation is responsible for the remaining 40%, except at the very end when it is closer to 50/50. Recall from Section 3.3.2 that the ice crystal absorption cross sections for columns and plates calculated using the method of Neshyba et al. (2003) are generally greater than those for spheres of equivalent mass. Therefore, the radiative heating of the cloud is stronger in the runs using these numbers, and this additional heating induces stronger updrafts. Plots of the $w$ field at 6 hours from the various cases (not shown) indicate that the updrafts are in fact stronger in simulations including the non-spherical radiation coefficients.

Figures 4.9 and 4.10 show the total ice mass and the mean ice crystal mass, respectively, as a function of time for the same three cases. Using the non-spherical absorption coefficients, and therefore increasing the radiative absorption, results in less total ice mass at all times relative to the simulation with spheroid microphysics but spherical radiation, and a similar result is seen in the mean crystal mass plots, except in the last few hours in the oblate case. This is a seemingly paradoxical result, because if there were no
Figure 4.8: Cloud center of mass as a function of time, for spheres (black, both panels; control case) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Thin, colored lines: non-spherical shape considered for fall speed and growth rate only. Thick, colored lines: non-spherical shape considered for fall speed, growth rate, and LW radiative absorption.
Figure 4.9: Total cloud ice mass (kg per m in y direction) as a function of time, for spheres (black, both panels; control case) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Thin, colored lines: non-spherical shape considered for fall speed and growth rate only. Thick, colored lines: non-spherical shape considered for fall speed, growth rate, and LW radiative absorption.
Figure 4.10: Mean ice crystal mass (kg) as a function of time, for spheres (black, both panels; control case) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Thin, colored lines: non-spherical shape considered for fall speed and growth rate only. Thick, colored lines: non-spherical shape considered for fall speed, growth rate, and LW radiative absorption.
radiative heating, there would be no updrafts to maintain the cloud against sedimentation and the cloud would quickly dissipate. However, besides strengthening updrafts, increased radiative heating also has the potential to reduce the relative humidity by increasing the temperature locally, an effect which would compete with the additional moisture convergence and adiabatic cooling caused by stronger updrafts. Analysis is ongoing to see whether this effect is responsible for the quite counterintuitive result seen here. It may be that there is an ideal amount of radiative heating for maintaining thin TTL cirrus, and that too much radiation will actually tend towards dissipating the cloud. It could be that the control simulations presented here already involved more than the optimum amount of radiative absorption.

4.5 Additional sensitivity tests

In order to better understand the physical reasons for ways ice crystal shape affects the cloud evolution, I have run some additional sensitivity tests to changes in the fall speed and radiative absorption that go far beyond what would be expected based on non-spherical shape. The results of these experiments are discussed here.

4.5.1 Zero fall speed test

It may seem surprising that reducing ice crystal fall speeds by about 1/3 by assuming oblate or prolate spheroids with aspect ratios of 6 only resulted in about a 40 meter increase in the center of cloud ice mass at 48 hours (see Figure 4.5). But in order to determine whether this decrease is consistent with our physical intuition, it is necessary to look at what happens when sedimentation is turned off entirely.

Figure 4.11 shows the center of mass as a function of time in the control simulation, a simulation with oblate spheroidal shape assumed only for the fall speed calculation, and a simulation in which fall speeds were set to zero. (All of these simulations assumed spheroidal shape for the growth rate and radiative absorption.) When the sedimentation is turned off, the cloud is lofted by the radiative heating so that at 48 hours, the center
of mass is roughly 150 m higher than in the control case. The center of mass in the spheroid case is about a third of the way between the control and zero fall speed cases, which is consistent with an intuitive expectation of what would happen when reducing fall speeds by 1/3.

### 4.5.2 Radiative absorption multiplier tests

The most surprising result from the previous sections was that increasing the cloud radiative absorption, by switching from the spherical to the plate or column absorption
cross sections derived in Chapter 3, actually reduced the total ice cloud mass. This seems paradoxical because the radiative absorption is responsible for the cloud being able to maintain itself against sedimentation.

To see if this effect is robust and to investigate the physical reasons for it, it is helpful to look at what happens when more extreme changes are made to the radiative absorption. I have put two “knobs” into the model that allow the LW or SW absorption to be multiplied by any (real) number. I have run one case with the LW absorption doubled relative to the spherical case, one case with the LW absorption halved relative to the spherical case, one case with the SW absorption set to zero, and one case with both the SW and LW absorption set to zero. Figures 4.12 and 4.13 show the cloud ice center of mass and total ice crystal mass, respectively, in these cases as well as the control case described in Section 4.3.

The center of mass plots (Figure 4.12) show that in general, the greater the radiative absorption, the more the cloud is lofted over time. This is what would be expected given that the radiative absorption is responsible for the updrafts that lift the cloud. With all radiative absorption shut off, the center of mass decreases nearly linearly as the ice crystals slowly fall down. The run with the shortwave absorption shut off is very similar to the control run, indicating that the shortwave absorption is not very important; while the shortwave absorption is not negligible, small changes to it due to ice crystal shape or a diurnal cycle would not significantly affect the cloud evolution. Appendix B contains another line of evidence that the SW absorption is relatively important. The longwave absorption accounts for most of the total absorption, so halving or doubling the longwave absorption has a much larger effect than shutting off the shortwave absorption.

The total ice mass plots (Figure 4.13) confirm the apparently paradoxical result from the previous section that more radiative absorption results in less total ice mass, with the exception of the run with all radiative absorption turned off. With no radiative absorption, the total ice mass begins to decline as the ice crystals falls into the subsaturated region below the cloud’s original location, and there is no circulation to counteract this
effect. Therefore, radiative absorption is necessary to maintain the cloud. However, the other runs indicate that there is an optimum amount of radiative absorption that will maximize the peak ice cloud mass in the simulation; after that optimum is passed, additional absorption lowers the peak cloud ice mass, as well as shifting the peak to earlier times.

The physical reasons for the inverse relationship between absorption and peak ice crystal mass are still under investigation. But the situation in the model spin-up period...
in the first 9 hours is relatively straightforward. Before running these simulations, I had thought that the initial decline in ice mass in the control simulations was because of ice crystals sedimenting into the subsaturated region below the cloud, but the very slow initial decline in total ice mass in the run with no radiative absorption shows that sedimentation could not be responsible for most of the initial ice mass decline in the control run. Instead, the radiative heating must be directly involved in this decline. The stronger the radiative heating, the greater the initial decline in cloud ice mass.
In support of this argument, Figures 4.14 and 4.15 show contour plots of the perturbation temperature and supersaturation ratio with respect to ice, respectively, at $t = 6$ hours in the control case and the case with doubled LW absorption. These plots show that doubling the radiative absorption raises the temperature in the center of the cloud, due to local diabatic heating. As for the relative humidity, the case with doubled LW absorption has lower relative humidity in the center of the cloud, where the ice mass is
Figure 4.15: Supersaturation ratio (relative humidity minus 1) with respect to ice at 6 hours in control spherical simulation (a) and simulation with doubled LW absorption (b). The initial cloud was between 16 and 16.5 km, centered at $x = 0$, and extended out 80 km from the center.

This points to a role for local diabatic heating in the initial decline in ice mass in the model spin-up period.

Interestingly, the relative humidity is also lower well out to the sides of the cloud in the doubled LW simulation. The temperature perturbation is greater there, presumably due to greater adiabatic compression from the stronger circulation. The sides of the cloud are the regions from which moisture is drawn in order to sustain growth of ice.
crystals in the cloud once the circulation has spun up (Dinh et al., 2010). If the relative humidity in the source air for the cloud is lower, it may inhibit the growth of ice crystals later in the simulation.

Another mechanism by which stronger radiative heating might limit the eventual cloud growth is that as the entire cloud is lofted by the stronger circulation, it rises into the region above the original cloud top that was originally at 80% relative humidity. Also, if the cloud top convection is stronger (it has already started by $t = 6$ hours in the doubled LW simulation), it may entrain more dry air into the cloud from above. More investigation is needed to determine which of these processes is most important to the inverse relationship between radiative heating and ice crystal mass in the later part of the cloud evolution.

### 4.6 Ice crystal size distributions

In order to evaluate whether the model’s treatment of microphysics is realistic, it is important to get some sense of the model’s agreement with observations. Microphysical observations of ice crystals are typically done using laser instruments that measure the lengths of the crystals along their maximum dimension. Figure 4.16 shows ice crystal size distributions at 24 and 48 hours from the spherical control case and the runs with non-spherical shape considered for both microphysics and radiation. The $x$-axis in these plots is length (diameter for spheres, major axis for spheroids), rather than mass, which is the measure of ice crystal size used elsewhere in this thesis. Observations from Lawson et al. (2008) are also shown.

In all of the simulations, the modeled size distributions are too narrow compared with observations, but less so at 48 hours than at 24 hours. This is because the simulations began as a delta function, with all of the ice crystals having the same size (6 $\mu$m diameter for spheres, or the equivalent mass for spheroids). While the distribution spreads out in the model over time due to ice crystals growing and sublimating, there has not been enough time even at 48 hours to reach a spread as wide as the observations.
Figure 4.16: Ice crystal size distributions at (a) 24 hours and (b) 48 hours from runs with all spheres (control), all oblate spheroids and all prolate spheroids with aspect ratios of 6. Observations taken from TTL cirrus over the Eastern Pacific (Lawson et al., 2008).
Dinh et al. (2012) obtained a more realistic spread in the ice crystal size distribution by nucleating ice crystals from aerosols, but could not reproduce observed concentrations of large (greater than about 20 µm in length) ice crystals in observations when assuming a spherical geometry (see their Figure 7a). This was the original motivation for incorporating non-spherical ice crystals into the model. My sphere simulations also underproduce observed large crystals. Switching to oblate or especially prolate spheroids shifts the size distribution further to the right. The spheroidal cases produce more large crystals, but they now produce too few small crystals, at least at 24 hours. This suggests that some sort of intermediate case between all spheres and all spheroids with aspect ratios of 6 would be helpful for producing realistic size distributions.

One way to do an intermediate case would be to assume that the smallest particles are spherical but that the aspect ratio increases as a function of the ice crystal mass. The assumed dependence of the aspect ratio on size could be the same as that used by Fu et al. (1998) or Yang et al. (2013) when they generated their databases of ice crystal single scattering properties. This strategy would have the added advantage that single-scattering properties have already been calculated, making the radiation parameterization process easier to redo for the new shapes. However, both of these databases assume that the plates or columns have aspect ratios close to 1 for nearly all of the ice crystal masses considered in the microphysics scheme used here, so SAM simulations following those assumptions would be very similar to the spherical control case and therefore probably not very useful.

It is important to note here that the differences in the modeled size distributions in the different cases are due to the chosen assumption about the geometry itself, and not to the effects of the shape on the rate of ice crystal mass growth. Figure 4.10 shows that the variation in the mean ice crystal mass is less than about 10% between the different cases, but Figure 4.16 shows that the prolate spheroids are generally over 3 times longer than the spheres. If mass is held constant, spheroids are more elongated than spheres, so it is not at all surprising that the size distributions will look different when “size” is
defined according to the maximum dimension. Indeed, size distribution plots with mass on the $x$ axis (not shown) look very similar between the spherical, oblate spheroid and prolate spheroid cases. While information about the ice crystal shapes can be collected in situ using high-resolution photography, the technology is currently not good enough to resolve shapes for ice crystals less than about 65 $\mu$m long (see Lawson et al. (2008), Figure 5). Therefore, it is not possible from current measurements to plot observed ice crystal size distributions binned by mass without making untested assumptions about the ice crystal shape.
Chapter 5

CONCLUSION

5.1 Summary of Findings

I have incorporated calculations of fall speeds, growth rates, and longwave radiative absorption for non-spherical ice crystals, specifically oblate and prolate spheroids with aspect ratios of 6 (or plates and columns in the case of the radiation), into a cloud-resolving model suitable for conducting experiments with idealized, optically thin cirrus in the tropical tropopause layer (TTL). Results were compared with control simulations that assumed only spherical crystals; the control simulations were qualitatively similar to those of Dinh et al. (2010), but my simulations produced a less massive cloud.

Calculations based on individual ice crystals show that the non-spherical crystals would have slower fall speeds (Figure 2.2), faster rates of growth by deposition and shrinking by sublimation (Figure 2.3), and stronger radiative absorption (Figure 3.5) than spheres of the same mass. The results of the cloud-resolving model simulations show that these changes in the ice crystal habits do in fact affect the time evolution of the cloud, as is evident in plots of domain-integrated variables over time. The full non-spherical simulation produces a cloud center of mass about 75 m higher than the control case after 48 hours. Based on simulations in which the various calculations were changed one at a time, this additional lofting appears to be about 60% due to the reduction in fall speeds, and 40% due to the stronger radiative heating, which increases vertical velocities. For the total cloud ice mass and the mean ice crystal mass, the effects of the different processes are much less straightforward than for the cloud center of mass. There appear to be multiple competing effects. The greater magnitude of the growth rate for non-spherical crystals means that ice crystals grow faster if they are in a supersaturated environment but
sublimate faster if they are in a subsaturated environment. Stronger radiative heating strengthens the radiatively induced circulation, which increases moisture convergence and adiabatic cooling, helping ice crystals grow. But, stronger radiative heating can also increase the temperature locally, which would make ice crystals shrink. Reducing the fall speeds makes ice crystals less likely to sediment out of the cloud, but may also keep them from falling into highly supersaturated regions favorable for growth. In terms of the overall evolution of the cloud, it appears that the effects of non-spherical shape on three physical processes considered—fall speeds, growth rates and radiative absorption—all affect the cloud’s time evolution. While the effects do not seem to be extremely important, they are not negligible, either.

Compared with observations, the modeled size distributions are too narrow, probably because the cloud was initially monodisperse. Changing from spheres to spheroids results in a size distribution with more large crystals, but fewer small crystals, when size is measured by the maximum dimension. This is due to the assumption about the geometry and not due to the effect of the assumed shape on the microphysics. Assuming that the aspect ratio increases as size increases may help improve agreement with observations.

Because no airborne instruments yet exist that can accurately resolve the habits of ice crystals of the small sizes commonly seen in TTL cirrus, the shape and the aspect ratio are really unknown, but small crystals do tend to appear roughly equidimensional in microphotographs (Lawson et al., 2008). Therefore, an aspect ratio of 6 should be seen as a relatively extreme case that could bracket the possible effects of ice crystal shape, rather than our best guess as to what the crystals actually look like. However, the model could be modified for other aspect ratios relatively easily, especially for the microphysics. Redoing the radiation parameterization calculations would take more time, but the computational infrastructure is already in place.

It should be noted that the changes made to the cloud-resolving model have a minimal impact on the computational expense. When running on a single node containing
12 processors at the University of Washington’s Hyak cluster, the simulations generally take roughly 1 hour to run per 6 hours of model time. The model as it currently exists could be used for many more simulations with relatively little computational cost.

5.2 Future Work

Given the uncertainties in the absorption coefficients calculated for non-spherical crystals using the equivalent surface-area-to-volume ratio spheres method of Neshyba et al. (2003), it may make sense to redo these calculations using a more accurate method. There are advantages and disadvantages to many methods available.

One question is whether to try to calculate the properties of oblate and prolate spheroids or plates and columns with facets. Using spheroids has the advantage of being consistent with what I have done with the microphysics, but the lack of facets makes these shapes a less physically realistic representation of the actual ice crystals in TTL cirrus.

Calculating the single-scattering properties for individual non-spherical crystals is a difficult problem. Unlike for spheres, there is no single method currently available that is both exact and computationally feasible for all size parameters for non-spherical ice crystals. The T-Matrix code fails at size parameters well within the range considered in SAM, as discussed in Chapter 3. A method was once developed by Dr. Shoji Asano’s group which calculates the single-scattering properties of individual (Asano and Yamamoto, 1975) or randomly oriented (Asano and Sato, 1980) oblate or prolate spheroids of arbitrary aspect ratio. This code should, in theory, work for all size parameters, but the Fortran code has not been well-maintained since 1980 and I have thus far been unable to get it to work using a modern Fortran compiler. Fixing or rewriting this code and using it to calculate the absorption coefficients for spheroids is one possible direction I could explore in the future.

Several databases of the single-scattering properties of non-spherical ice crystals have been compiled based on extensive calculations (e.g. Fu et al., 1998; Yang et al., 2013), but these databases do not have the calculations for the specific shapes that I
have been simulating in the model. For plates and columns, they assume an aspect ratio that changes as a function of particle size, whereas in my model I am assuming that the aspect ratio is constant. Yang et al. (2013) also have made calculations for spheroids with fixed aspect ratios, but the largest aspect ratio considered was 4. One possibility would be to change the model’s ice crystal aspect ratio to match that for which radiation calculations have already been done.

Finally, I could perform new calculations for spheroids or plates and columns using the same methods used by Yang et al. (2013). For small size parameters, they used the $T$-Matrix code for spheroids and the Amsterdam Discrete Dipole Approximation (ADDA) method (Yurkin et al., 2007) for faceted crystals. For larger size parameters, they used the Improved Geometric Optics Method (IGOM) (Bi et al., 2009), which allows for geometric optics calculations to be extended into size parameters between the Mie scattering and geometric optics regimes. These calculations would be time-consuming because an empirical correction process is required to reconcile differences between the IGOM and Mie scattering results where the two methods overlap. However, I may find it to be the best way to generate a more accurate parameterization of the absorption coefficients for non-spherical ice crystals.

It would be interesting to use the improved SAM model to investigate the effects of thin cirrus on troposphere-stratosphere water vapor exchange, or on the earth’s radiation budget. In order for the model simulations to be relevant to these problems, however, it is important that they be constrained by observations of TTL cirrus. Past observations have included ground and space based Lidar data (e.g. from the CALIPSO satellite), as well as in situ observations from manned aircraft, but these have been too limited in spatial and temporal extent to constrain cloud-resolving model simulations very well. Many of these limitations have been addressed by the recent Airborne Tropical Tropopause Experiment (ATTREX) field campaign. The campaign involved flights of the NASA Global Hawk unmanned aircraft, which, owing to its exceptional flight duration (30+ hours) and large payload capacity, provided unprecedented observations of
TTL cirrus over a wide temporal and spatial range. Flights were made over the eastern Pacific in 2012, 2013 and 2015, and over the Western Pacific in 2014. The most relevant observations included ice crystal size distributions and habits, water vapor concentrations, temperatures, horizontal and vertical wind speeds, and backscatter profiles from a Lidar mounted on the aircraft. There were also some nearby CALIPSO overpasses during the flight, which provide useful supplementary Lidar data.

Another possible area of future research would be to run 3D instead of 2D simulations. Grosvenor et al. (2007) were investigating a similar problem, involving the impact of overshooting deep convection on the humidity of the TTL and lower stratosphere, and found a drying effect in 2D simulations but a moistening effect in 3D simulations, suggesting that a similar discrepancy between 2D and 3D results may also exist for thin TTL cirrus. SAM supports 3D as well as 2D configurations, so the microphysics and radiation schemes currently in use should be easily portable.

Ultimately, between further improvements to the model and incorporation of analysis of observations, it is hoped that insights will be gained that will lead to an improved representation of the physics of thin TTL cirrus in global models in order to aid in the accuracy of predictions of the future of Earth’s climate and stratospheric chemistry. The process modeling that Dr. Dinh and I have been doing fills a unique niche in solving these problems, since most current efforts are directed at collecting observations and tuning existing “knobs” in the global models to try to improve agreement with the observations.
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Appendix A

SENSITIVITY OF PARAMETERIZED ABSORPTION CROSS SECTIONS FOR SPHERES TO ICE OPTICAL CONSTANTS

It appears from Figures 3.2 and 3.3 that the wavelength chosen within each RRTM band would affect the ice optical constants, and therefore the parameterized absorption cross sections, more than whether the old (Warren, 1984) or new (Warren and Brandt, 2008) optical constants of ice were used. This is especially true for the longest-wavelength band, where the imaginary index of refraction varies over several orders of magnitude. It is not obvious exactly which wavelengths to use when running the Mie scattering code to compute the single-scattering properties for use in the radiative transfer model. Tra Dinh used the midpoints of the RAPRAD bands in wavelength space; in my analysis I have used the midpoints of the RRTM bands in wavenumber space.

To try to constrain the possible error caused by this uncertainty, I have repeated the process of generating absorption cross sections for spheres using RRTM, but I have used the maximum and minimum values of the refractive index found in each bin, rather than the values at the bin’s middle wavenumber, when calculating the single-scattering properties. I changed the real and imaginary index separately, continuing to use the midpoint values for the index not being changed, resulting in four cases called “MaxI, MinI, MaxR, and MinR”, with “I” referring to the imaginary index being changed and “R” referring to the real index being changed. The results of these tests are shown in Table A.1.

For bulk ice, the real index of refraction is associated with bending of light in a geometric optics sense, while the imaginary index is associated with the absorption of light. Therefore, I would expect the parameterized absorption cross section from the MaxI
Table A.1: Parameterized LW absorption cross sections (m$^{-2}$) from sensitivity tests to changes in ice optical constants. The “Control” case is the same as the “RRTM (new optical constants)” case from Table 3.2 and uses the optical constants of ice at the midpoints, in wavenumber space, of each RRTM band (see Figures 3.2 and 3.3). “MaxI” and “MinI” cases use the maximum and minimum values, respectively, of the imaginary index of refraction within each RRTM band, with midpoint values used for the real index. “MaxR” and “MinR” cases use the maximum and minimum values, respectively, of the real index of refraction within each RRTM band, with midpoint values used for the imaginary index.

<table>
<thead>
<tr>
<th>$r$ ($\mu$m)</th>
<th>Control</th>
<th>MaxI</th>
<th>MinI</th>
<th>MaxR</th>
<th>MinR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>$6.65 \times 10^{-13}$</td>
<td>$8.80 \times 10^{-13}$</td>
<td>$3.49 \times 10^{-13}$</td>
<td>$6.45 \times 10^{-13}$</td>
<td>$6.70 \times 10^{-13}$</td>
</tr>
<tr>
<td>2.2</td>
<td>$6.81 \times 10^{-13}$</td>
<td>$8.29 \times 10^{-13}$</td>
<td>$4.09 \times 10^{-13}$</td>
<td>$7.02 \times 10^{-13}$</td>
<td>$6.59 \times 10^{-13}$</td>
</tr>
<tr>
<td>3.4</td>
<td>$2.23 \times 10^{-13}$</td>
<td>$2.54 \times 10^{-11}$</td>
<td>$1.51 \times 10^{-11}$</td>
<td>$2.34 \times 10^{-11}$</td>
<td>$2.11 \times 10^{-11}$</td>
</tr>
<tr>
<td>4.6</td>
<td>$4.76 \times 10^{-11}$</td>
<td>$5.22 \times 10^{-11}$</td>
<td>$3.52 \times 10^{-11}$</td>
<td>$5.01 \times 10^{-11}$</td>
<td>$4.51 \times 10^{-11}$</td>
</tr>
<tr>
<td>5.8</td>
<td>$8.22 \times 10^{-11}$</td>
<td>$8.74 \times 10^{-11}$</td>
<td>$6.53 \times 10^{-11}$</td>
<td>$8.64 \times 10^{-11}$</td>
<td>$7.84 \times 10^{-11}$</td>
</tr>
<tr>
<td>7.0</td>
<td>$1.27 \times 10^{-10}$</td>
<td>$1.32 \times 10^{-10}$</td>
<td>$1.07 \times 10^{-10}$</td>
<td>$1.33 \times 10^{-10}$</td>
<td>$1.22 \times 10^{-10}$</td>
</tr>
<tr>
<td>8.2</td>
<td>$1.79 \times 10^{-10}$</td>
<td>$1.85 \times 10^{-10}$</td>
<td>$1.59 \times 10^{-10}$</td>
<td>$1.87 \times 10^{-10}$</td>
<td>$1.74 \times 10^{-10}$</td>
</tr>
<tr>
<td>9.4</td>
<td>$2.42 \times 10^{-10}$</td>
<td>$2.48 \times 10^{-10}$</td>
<td>$2.23 \times 10^{-10}$</td>
<td>$2.51 \times 10^{-10}$</td>
<td>$2.37 \times 10^{-10}$</td>
</tr>
<tr>
<td>10.6</td>
<td>$3.10 \times 10^{-10}$</td>
<td>$3.21 \times 10^{-10}$</td>
<td>$2.97 \times 10^{-10}$</td>
<td>$3.21 \times 10^{-10}$</td>
<td>$3.08 \times 10^{-10}$</td>
</tr>
<tr>
<td>11.8</td>
<td>$3.91 \times 10^{-10}$</td>
<td>$4.06 \times 10^{-10}$</td>
<td>$3.86 \times 10^{-10}$</td>
<td>$4.03 \times 10^{-10}$</td>
<td>$3.91 \times 10^{-10}$</td>
</tr>
<tr>
<td>13.0</td>
<td>$4.79 \times 10^{-10}$</td>
<td>$4.99 \times 10^{-10}$</td>
<td>$4.81 \times 10^{-10}$</td>
<td>$4.94 \times 10^{-10}$</td>
<td>$4.81 \times 10^{-10}$</td>
</tr>
<tr>
<td>15.5</td>
<td>$7.00 \times 10^{-10}$</td>
<td>$7.22 \times 10^{-10}$</td>
<td>$7.23 \times 10^{-10}$</td>
<td>$7.17 \times 10^{-10}$</td>
<td>$7.02 \times 10^{-10}$</td>
</tr>
<tr>
<td>22.9</td>
<td>$1.56 \times 10^{-9}$</td>
<td>$1.60 \times 10^{-9}$</td>
<td>$1.70 \times 10^{-9}$</td>
<td>$1.58 \times 10^{-9}$</td>
<td>$1.58 \times 10^{-9}$</td>
</tr>
<tr>
<td>33.8</td>
<td>$3.39 \times 10^{-9}$</td>
<td>$3.45 \times 10^{-9}$</td>
<td>$3.75 \times 10^{-9}$</td>
<td>$3.42 \times 10^{-9}$</td>
<td>$3.44 \times 10^{-9}$</td>
</tr>
<tr>
<td>50.0</td>
<td>$7.32 \times 10^{-9}$</td>
<td>$7.35 \times 10^{-9}$</td>
<td>$8.02 \times 10^{-9}$</td>
<td>$7.34 \times 10^{-9}$</td>
<td>$7.40 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

case to be greater than that from the MinI case, and that control case would be between these two. Table A.1 shows that these conditions are met only for particles smaller than
13.0 microns. I would attribute the deviations from this expectation to the fact that scattering becomes more important as the particles get larger (which can be verified from the single-scattering albedos output by the $T$-Matrix code), and that RRTM considers both scattering and absorption but our parameterization combines both of these effects into a single number representing absorption.

The MaxR and MinR cases generally differ from the control case by less than the MaxI and MinI cases do, as I would expect because the real index of refraction varies less within the bands than the imaginary index does (see Figures 3.2 and 3.3–note that the imaginary index figure has a $y$-axis on a log scale, while the real index figure does not.) The differences caused by changing the real index of refraction are not systematic—the sign of the MaxR-MinR difference changes twice, and for particles with radius 13.0 microns or larger, the control case is not between either of them. I would attribute this lack of systematicity to the fact that these changes to the real index of refraction affect the absorption as well as the scattering cross sections output by the $T$-Matrix code. Similarly, the imaginary index of refraction affects the scattering, in addition to the absorption.

I had hoped to be able to show that the results from these sensitivity tests would envelop the difference between the “RAPRAD” and “RRTM (new optical constants)” cases shown in Table 3.2. In fact, for all radii except 10.6 through 15.5 $\mu$m, at least one of the sensitivity tests listed accounts for the difference between these cases, and for the remaining radii, the RAPRAD result can be obtained for by adding the difference between the old and new optical constants cases for RRTM to the MaxI case. Therefore, I would argue that the differences between my and Dr. Dinh's parameterized absorption cross sections for spherical ice crystals are not significant because they can be accounted for by possible errors in the optical constants of ice. I am taking my new values as the control case for the non-spherical crystals not because I believe my values are more correct than Dr. Dinh's, but because I need to keep the methods as consistent as possible in order to isolate the effects of ice crystals' shape on their radiative properties.
Appendix B

ON THE RELATIVE CONTRIBUTIONS OF SHORTWAVE AND LONGWAVE ABSORPTION

The absorption of shortwave radiation is important for the dynamics of various types of clouds, for example causing a diurnal cycle in marine stratocumulus (Bougeault, 1985). Therefore, it may be surprising to some readers that shortwave absorption is relatively unimportant compared to longwave absorption for optically thin cirrus. If shortwave absorption was on the same order of magnitude as longwave absorption, then it would be hard to justify considering the effect of the ice crystal shape on the longwave but not the shortwave absorption, or not including a diurnal cycle of incident solar radiation in the cloud-resolving model.

The LW absorption cross sections in Table 3.1 are about two orders of magnitude larger than the SW absorption cross sections. However, this does not tell us everything we need to know about the relative importance of SW and LW heating, because there may be more solar radiation than longwave radiation coming into the cloud. Instead, we need to look at the radiative heating rates from the radiative transfer model simulations that were used to generate the lookup table of absorption cross sections used in the cloud-resolving model. I have not run RRTM in the shortwave case, but Tra Dinh ran RAPRAD for both the shortwave and the longwave during her M.S. thesis work, and recorded the results.

Table B.1 shows the in-cloud flux longwave and shortwave radiative flux convergence, a quantity proportional to the radiative heating, calculated by Tra Dinh using RAPRAD. These calculations were performed for a cirrus cloud with a longwave optical depth of .005, and the flux convergence in the cloud layer from a clear-sky case has
Table B.1: Longwave and shortwave flux convergences, to 3 significant digits, calculated using RAPRAD for a cirrus cloud with a longwave optical depth of .005, composed of spherical ice crystals of various sizes, at noon. Flux convergence due to gases has already been subtracted out. Calculations done by Tra Dinh in 2009.

been subtracted out to isolate the effects of the cloud. The ratio of the SW to the LW flux convergence varies from 10.7% to 21.9%, depending on the ice crystal size. Most of the crystals in the SAM simulations are towards the smaller end of the size range, where the SW/LW ratio is less than 15%. Therefore, the SW heating can be said to be weaker than the LW heating by an order of magnitude.

These simulations were done assuming zero zenith angle, and therefore place an upper bound on the relative importance of shortwave absorption. Averaged over the diurnal cycle, the ratio of SW to LW heating would be much less than that shown in the table. If the effect of shape on the shortwave radiative heating was similar to that for the longwave (Figure 3.5), then the variation in the total radiative heating caused by the effect of ice crystal shape on the SW heating would be at most a few percent and probably less than 1%. Therefore, the effect of ice crystal shape on the SW radiative heating is not likely to be an important factor in the cloud dynamics, which implies that redoing the parameterization of ice crystal absorption cross sections to account for the effect of shape on the shortwave heating should not be a very high priority.

The tabulated SW/LW ratios also place an upper bound on any diurnal cycle in these clouds. A roughly 10-15% variation in the total cloud radiative heating was not thought to be very important, and therefore Tra Dinh took out the diurnal cycle of SAM, instead assuming a constant solar zenith angle of 40°.
In optically thicker clouds, such as thicker cirrus or marine stratocumulus, the long-wave radiation from the surface would be quickly attenuated in the lowermost portion of the cloud. In that case, shortwave radiation incident from above would be the dominant contributor to radiative heating in most of the cloud. This is responsible for the observed diurnal cycle in these clouds. For the clouds I am studying however, the LW optical depth is on the order of .01, so the LW radiative heating penetrates through the entire thickness of the cloud and is an order of magnitude more important than the SW heating at both the top and the bottom of the cloud.
Appendix C

MODEL RUNS WITH A DIFFERENT INITIAL HUMIDITY PROFILE

I ran a different set of SAM simulations in which the initial water vapor profile was different from that in the simulations presented in Chapter 4 and from those described by Dinh et al. (2010).\textsuperscript{12}

In the simulations presented here, the vapor profile is initialized according to the following equation:

\[
q_v(z) = 0.8q_{v,s}^* + 0.2q_{v,s}^*g(z)
\]  

(C.1)

where $q_v$ is the water vapor mixing ratio, $q_{v,s}^*$ is the saturation mixing ratio at the altitude of the cloud center, and $g(z)$ is defined according to Equation 4.3. Figure C.1 shows the vertical profiles of the temperature and the absolute and relative (with respect to ice) humidity at the beginning of the simulation. Because the absolute humidity is referenced to the center of the cloud while the temperature in the cloud decreases with height, much of the cloud, especially the lower half, is initially subsaturated. A real cirrus cloud would be expected to have a subsaturated layer at the bottom due to ice crystals sedimenting out, so a subsaturated layer in the lower portion of the cloud is not an unrealistic assumption. Also, there is a supersaturated layer that starts about 0.5 km above

\textsuperscript{1}I actually ran the simulations presented here first. This was the configuration of SAM when I received the code from Tra Dinh. I did not check what the water vapor profile was set to until long after I had run the simulations. I am not sure why the model was ever set up to run this way, but it may have been thought that a vapor profile with sharp boundaries between 100% and 80% relative humidity at the top and bottom of the cloud was unrealistic, a concern mentioned by Dinh et al. (2010).

\textsuperscript{2}The simulations presented in this appendix, except for the spherical control case, contained an error in the bin microphysics scheme implementation in which lower bin boundary masses instead of bin mean masses were used when calculating the growth rates of ice crystals, thus underestimating the growth rates. This error had a small effect on the results, for example a 10 m difference in the cloud ice center of mass at 48 hours. This error has been corrected in all of the simulations described and plotted in the main body of the text.
the top of the cloud, but this does not result in the formation of a second cloud because ice nucleation is not considered, and in any case it is well below the roughly 60% supersaturation threshold required for homogeneous nucleation (Koop et al., 2000).

Figure C.1: Initial profiles of temperature (left), water vapor mixing ratio (center), and relative humidity with respect to ice (right). The dashed line indicates supersaturation. The gray rectangle indicates the initial location of the cloud. At the beginning of these simulations, these quantities do not depend on \( x \), although the ice number concentration does.

Figure C.2 shows the \( u, w \) and \( \theta' \) fields at 6 hours elapsed time in the control (spherical) case for these simulations. Comparison with Figure 4.3 shows that the radiatively induced circulation is slightly weaker with the altered humidity profile. The region of positive \( \theta' \) associated with the diabatic heating is slightly thinner due to sublimation in the initially subsaturated lower part of the cloud.

Figure C.3 shows the ice mixing ratio at 24 hours for the spherical case for these simulations. These runs went out to only 24 hours rather than 48 hours. In this case, the
Figure C.2: Plots of vertical velocity (a), zonal velocity (b), and potential temperature perturbation (c) at an elapsed time of 6 hours for a SAM cloud-resolving model simulation with all spherical crystals. cf. Dinh et al. (2010), their Figure 3.
cloud bottom is higher up at 24 hours than at the beginning of the simulation, unlike in the case where the entire cloud is initially saturated (see Figure 4.4a). This is due to sublimation in the originally subsaturated layer in the bottom half of the cloud.

Figure C.3: Ice mixing ratio at 24 hours for the control simulation with all spheres. Compare to Figure 4.4a and to Dinh et al. (2010), their Figure 6b.

Figures C.4 through C.9 show time series of domain integrated quantities, including center of cloud ice mass, total cloud ice mass and mean ice crystal mass, for these runs. They are analogous to the first 24 hours shown in Figures 4.5 through 4.10. Figures C.4 through C.6 show the effect of considering spheroidal shape in the fall speed and growth rate calculations alone and together. Figures C.7 through C.9 the effects of also considering non-spherical shape in the radiation calculation.

The center of mass plots (Figures C.4 and C.7) show similar results to those shown in Chapter 4, in that the effect of the microphysics on the center of mass is entirely due to the fall speed and not the growth rate, and that the additional radiative heating associated with the non-spherical shape results in further lofting of the cloud. What is different here is that in all of the simulations with the initially subsaturated lower half of the cloud, the center of mass is higher after 24 hours than in the corresponding simulation in which the entire cloud was initially saturated. Sublimation in the subsaturated bottom half raises the center of mass.
In all the simulations shown here, the initial decline in the total ice mass and the mean ice crystal mass is much steeper than in Chapter 4, and the subsequent rebound is much weaker. This is also due to the sublimation in the lower portion of the cloud. The rebound is slightly stronger in the mean crystal mass than in the total ice mass, because ice crystals that completely sublimate away are no longer counted in the mean crystal mass calculation.

In general, considering the non-spherical geometry of the ice crystals in the fall speed, growth rate and radiative absorption calculations has similar effects in these simulations as in the simulations shown in Chapter 4. However, there are broad differences between the entire envelopes of simulations, especially for the mean ice crystal mass and total cloud ice mass, indicating that the initial relative humidity profile affects these quantities much more than the shape of the ice crystals does. This suggests that when observing TTL cirrus, the temperature and water vapor profiles, which determine the relative humidity, are very important quantities to measure.
Figure C.4: Cloud center of mass as a function of time, for spheres (black, both panels) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Dashed lines: spheroidal shape considered only for fall speed. Dotted lines: spheroidal shape considered only for growth rate. Solid colored lines: spheroidal shape considered for both fall speeds and growth rates.
Figure C.5: Total cloud ice mass (kg per m in y direction) as a function of time, for spheres (black, both panels) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Dashed lines: spheroidal shape considered only for fall speed. Dotted lines: spheroidal shape considered only for growth rate. Solid colored lines: spheroidal shape considered for both fall speeds and growth rates.
<table>
<thead>
<tr>
<th>Elapsed time (hours)</th>
<th>Mean mass of ice crystals (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td># \times 10^{-14}</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>7.5</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>20</td>
<td>8.5</td>
</tr>
<tr>
<td>25</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure C.6: Mean ice crystal mass (kg) as a function of time, for spheres (black, both panels) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Dashed lines: spheroidal shape considered only for fall speed. Dotted lines: spheroidal shape considered only for growth rate. Solid colored lines: spheroidal shape considered for both fall speeds and growth rates.
Figure C.7: Cloud center of mass as a function of time, for spheres (black, both panels; control case) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Thin, colored lines: non-spherical shape considered for fall speed and growth rate only. Thick, colored lines: non-spherical shape considered for fall speed, growth rate, and LW radiative absorption.
Figure C.8: Total cloud ice mass (kg per m in y direction) as a function of time, for spheres (black, both panels; control case) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Thin, colored lines: non-spherical shape considered for fall speed and growth rate only. Thick, colored lines: non-spherical shape considered for fall speed, growth rate, and LW radiative absorption.
Figure C.9: Mean ice crystal mass (kg) as a function of time, for spheres (black, both panels; control case) and oblate (red, (a)) and prolate (blue, (b)) spheroids with aspect ratios of 6. Thin, colored lines: non-spherical shape considered for fall speed and growth rate only. Thick, colored lines: non-spherical shape considered for fall speed, growth rate, and LW radiative absorption.