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ABSTRACT

This is the second of two observational papers examining drizzle in stratiform boundary layer clouds. Part I details the vertical and horizontal structure of cloud and drizzle parameters, including some bulk microphysical variables. In this paper, the focus is on the in situ size-resolved microphysical measurements, particularly of drizzle drops \( r > 20 \mu m \). Layer-averaged size distributions of drizzle drops within cloud are shown to be well represented using either a truncated exponential or a truncated lognormal size distribution. The size-resolved microphysical measurements are used to estimate autoconversion and accretion rates by integration of the stochastic collection equation (SCE). These rates are compared with a number of commonly used bulk parameterizations of warm rain formation. While parameterized accretion rates agree well with those derived from the SCE initialized with observed spectra, the autoconversion rates seriously disagree in some cases. These disagreements need to be addressed in order to bolster confidence in large-scale numerical model predictions of the aerosol second indirect effect. Cloud droplet coalescence removal rates and mass and number fall rate relationships used in the bulk microphysical schemes are also compared, revealing some potentially important discrepancies. The relative roles of autoconversion and accretion are estimated by examination of composite profiles from the 12 flights. Autoconversion, although necessary for the production of drizzle drops, is much less important than accretion throughout the lower 80% of the cloud layer in terms of the production of drizzle liquid water. The SCE calculations indicate that the autoconversion rate depends strongly upon the cloud droplet concentration \( N_d \) such that a doubling of \( N_d \) would lead to a reduction in autoconversion rate of between 2 and 4.

Radar reflectivity–precipitation rate (\( Z–R \)) relationships suitable for radar use are derived and are shown to be significantly biased in some cases by the undersampling of large \( (r > 200 \mu m) \) drops with the 2D-C probe. A correction based upon the extrapolation to larger sizes using the exponential size distribution changes the \( Z–R \) relationship, leading to the conclusion that consideration should be given to sampling issues when examining higher moments of the drop size distribution in drizzling stratiform boundary layer clouds.

1. Introduction

In Part I of this study (Wood 2005, hereafter Part I), 12 cases of drizzling stratiform boundary layer clouds are examined, with focus on the horizontal and vertical structure of cloud and drizzle. We extend the study in Part II, with a focus upon size-resolved microphysical observations, particularly of drizzle drops (drop radius \( r > 20 \mu m \)). Microphysical processes are at the heart of many of the current problems associated with aerosol–cloud–climate interactions (Hobbs 1993; Beard and Ochs 1993) and there is a need to better understand the production and feedbacks of drizzle in marine boundary layer (MBL) clouds. The precipitation rate in drizzling stratocumulus is clearly influenced by cloud droplet concentration (Hudson and Yum 2001; Bretherton et al. 2004; vanZanten et al. 2005; Comstock et al. 2004; and see Fig. 1 in Part I), and it is therefore imperative that accurate parameterizations of the drizzle process are incorporated into climate models if these models are expected to give realistic assessments of the second indirect aerosol effect (Rotstain and Liu 2005) and cloud–drizzle feedbacks under climate change scenarios.

Most warm rain parameterizations are based on the general paradigm, first introduced by Kessler (1969), of treating the condensed water in the cloud as belonging to one of two populations: cloud droplets and raindrops. The former are assumed to be small enough that they do not fall under gravity, whereas the latter have
an appreciable terminal velocity. A separation drop radius $r_0$ is chosen to distinguish the two populations. Rate equations are used to express the transfer of water between the cloud and raindrop populations. We can write the water mass transfer rate across the separation radius due to coalescence (COAL) as the sum of two terms: autoconversion (AUTO) and accretion (ACC):

$$\frac{\partial q_D}{\partial t}_{\text{COAL}} = \frac{\partial q_D}{\partial t}_{\text{AUTO}} + \frac{\partial q_D}{\partial t}_{\text{ACC}}.$$  \hspace{1cm} (1)

Autoconversion is defined as the rate of mass transfer from the cloud to the rain population due to the coalescence of cloud droplets ($r < r_0$). Accretion is defined as the rate of mass transfer from the cloud to the rain population by the coalescence of raindrops ($r > r_0$) with cloud droplets. Autoconversion depends only upon characteristics of the cloud droplet population, while accretion depends upon both the cloud and the raindrop populations. Expressions for the autoconversion and accretion rates as a function of $n(x)$, the drop size distribution (DSD), where $n(x)$ is the number concentration of drops with mass between $x$ and $x + dx$ follow from the stochastic collection equation (SCE) with collection kernel $K(x, x')$ (Beheng and Doms 1986). Autoconversion is expressed as

$$\frac{\partial q_D}{\partial t}_{\text{AUTO}} = \int_{x_0}^{x_0} \left\{ \int_{x_0-x}^{x_0} K(x, x')x' n(x') \, dx' \right\} n(x) \, dx.$$  \hspace{1cm} (2)

Similarly, accretion can be written as

$$\frac{\partial q_D}{\partial t}_{\text{ACC}} = \int_{x_0}^{x_0} \left\{ \int_{0}^{x_0} K(x, x')x' n(x') \, dx' \right\} n(x) \, dx.$$  \hspace{1cm} (3)

Note that the only difference between (2) and (3) is the integral limits.

Because of its inherent simplicity, the Kessler paradigm has been widely adopted for the parameterization of rain in all the model frameworks described above (e.g., Tripoli and Cotton 1980; Baker 1993; Beheng 1994; Rotstain 1997; Wilson and Ballard 1999; Khairoutdinov and Kogan 2000; Liu and Daum 2004). Although other methods exist to parameterize rain, they are generally considerably more computationally expensive (e.g., Tzivion et al. 1987) because they use explicit representations of the DSD and solve the stochastic collection equation.

Parameterizations of the Kessler type provide simple expressions for the autoconversion and accretion rates as functions of bulk parameters of the cloud and rain DSD. For each parameterization, these expressions are obtained using one of two basic methods: (i) use a physical model or make reasonable assumptions to generate a range of DSDs, integrate the SCE for a wide range of DSD parameters, and then provide simple fits such as power laws that relate autoconversion and accretion to bulk parameters (e.g., Kessler 1969; Beheng 1994; Khairoutdinov and Kogan 2000) or (ii) assume a functional DSD form, and then make simplifications to analytical forms for $K(x, x')$, to arrive at expressions that relate autoconversion and accretion to bulk parameters (e.g., Tripoli and Cotton 1980; Baker 1993; Liu and Daum 2004). Liu and Daum (2004) gives an excellent overview of the assumptions made in parameterizations of autoconversion that use method (ii).

The rate terms for different autoconversion parameterizations vary widely in their dependence upon cloud droplet concentration and liquid water (see Table 1). This is not entirely surprising given the wide range of assumptions that are made in their formulation. Assumptions made about the form of the DSD in one type of cloud may not be appropriate in another. In addition, some of the analytical approximations of the collection kernel are a very poor representation of the true kernel (see, e.g., Liu and Daum 2004). Figure 1 demonstrates graphically just how variable the resulting autoconversion rates are as a function of cloud liquid water content and droplet concentration. For typical droplet concentrations and liquid water contents in MBL clouds, the autoconversion rates from different parameterization vary over three orders of magnitude. In general, the forms for accretion rate are much less variable than for autoconversion (Table 1). What we should conclude from this comparison is that there is a need to constrain the parameterizations in different cloud systems and ask which of them can be used to represent the autoconversion and accretion processes most accurately. In this study aircraft size-resolved microphysical measurements are used as a means to examine microphysical parameterizations in stratiform boundary layer clouds.

Microphysical properties of drizzle are of particular importance for the remote sensing problem, especially with the increasing use of ground-based cloud and rain radars in the study of marine boundary layer cloud (Frisch et al. 1995; Yuter et al. 2000; Comstock et al. 2004). In addition, programs are already underway that will mount sensitive millimeter cloud/drizzle radars on spaceborne platforms [e.g., the Cloudsat mission, Stephens et al. (2002), and the planned European Earth Clouds Aerosols and Radiation Explorer (EarthCARE) program]. There is therefore a need to establish retrieval methods for drizzle so that quantitative large-scale observations can begin. Technical limitations will not permit these pioneering spaceborne platforms to make spectral radar measurements such as
Table 1. Autoconversion and accretion formulations for the four parameterizations examined. Units are kg m$^{-3}$ for liquid water contents, m$^{-3}$ for droplet concentrations, and all droplet radius parameters are in μm. The air density $\rho$ is expressed in units of kg m$^{-3}$. Liquid water density is $\rho_w$, and $H(x)$ is the Heaviside step function.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Autoconversion rate (kg m$^{-3}$ s$^{-1}$)</th>
<th>Accretion rate (kg m$^{-3}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khairoutdinov and Kogan (2000)</td>
<td>$Aq_d^{4.77}N_d^{-1.79}q_r^{-1.47}$ ($A = 7.42 \times 10^{13}$)</td>
<td>67 ($q_d q_r^{1.15} \rho^{1.3}$)</td>
</tr>
<tr>
<td>Kessler (1969)</td>
<td>$B \max(q_d - q_{L,0}, 0)$ ($B = 1.0 d - 3$; $q_{L,0} = 5 \times 10^{-4}$)</td>
<td>0.29$q_d q_r^{1.8}$</td>
</tr>
<tr>
<td>Beheng (1994)</td>
<td>$C d^{-1.7}q_d^{4}N_d^{-1.3}$ ($C = 3.0 \times 10^{14}$; $d = 9.9$ for $N_d &lt; 200$ cm$^{-3}$ $d = 3.9$ for $N_d &gt; 200$ cm$^{-3}$)</td>
<td>6.0$q_d q_r$</td>
</tr>
<tr>
<td>Tripoli and Cotton (1980)</td>
<td>$Dq_d^{3.7}N_d^{-1.3}H(q_d - q_{L,0})$ ($D = 3268$, assumes $E_c = 0.55$)</td>
<td>4.7$q_d q_r$</td>
</tr>
<tr>
<td>Liu and Daum (2004)</td>
<td>$E q_d^{3.7}N_d^{-1}H(R_c - R_{ac})$ ($E = 1.08 \times 10^{10} \beta_0^6$, where $R_c = \beta \rho_w$, $\beta_0^6 = [(r_c + 3)r_c]^3$ (see text), $r_c$ is mean volume radius), $R_{ac} = 7.5(q_d^{2}R_{c}^{2})$</td>
<td>N/A</td>
</tr>
<tr>
<td>Liu and Daum (2004) (modified)</td>
<td>As above but $E = 1.3 \times 10^6 \beta_0^6$</td>
<td>N/A</td>
</tr>
</tbody>
</table>

2. Drizzle drop size distribution

The instruments used to sample the cloud and drizzle size distributions $n(r)$ were described in Part I. Measurements are made using a Particle Measuring System (PMS) Forward Scattering Spectrometer Probe (FSSP) (Baumgardner et al. 1993) and PMS 2D-C optical array probe. The drop radius measurement range spans 1–400 μm. Combined FSSP and 2D-C size distributions are produced by linear interpolation in log$n(r)$–log$r$ coordinates.

Here, we take a more focused look at some of the sampling issues and the form that the drizzle drop size distribution ( DDSD) takes in stratiform boundary layer clouds. Drizzle drops are defined as those with $r > 20$ μm. In this section, we examine the mathematical form...
of the DDSD and ask how well we are able to determine the moments of the DDSD, particularly the higher moments that are necessary in making estimations of the precipitation rate and radar reflectivity.

The $i$th complete moment $M_i$ of a DSD $n(r)$ is defined as

$$M_i = \int_{r=0}^{\infty} r^i n(r) \, dr \quad (4)$$

with radar reflectivity here approximated by $Z = 2^6 M_0$, and liquid water content $q_L = (4 \pi \rho_w/3) M_3$, where $\rho_w$ is the density of liquid water. Partial moments, that is, the integral in (4) over a limited radius range, are used to determine cloud ($1 < r < 20 \mu m$) and drizzle ($20 < r < 400 \mu m$) physical parameters.

We take DDSDs from the same horizontal layer averages as discussed in Part I. As will be seen, long averaging times are required to sample the larger drizzle drops that can often contribute strongly to the rain rate, and particularly the radar reflectivity. We analyze DDSD results ($20 < r < 400 \mu m$) from all cloud levels, height $z$ with $0 < z_a < 1$, where $z_a = (z - z_{CB})/(z_i - z_{CB})$, and with $z_{CB}$ and $z_i$ being the cloud-base and -top heights, respectively. For each measured DDSD, we estimate the drizzle drop concentration $N_{d,D}$ and mean radius $r_D$. We test how well an exponential DDSD represents these data by first normalizing $r$ and $n(r)$. Because our DDSD is necessarily truncated (by design) at $r = r_0 = 20 \mu m$, the truncated exponential form is

$$n_{\exp}(r) = \frac{N_{d,D}}{r_D - r_0} \exp\left( -\frac{r - r_0}{r_D - r_0} \right), \quad (5)$$

where $r_D$ is the mean radius of the $r > 20 \mu m$ drizzle drops. Setting $N = N_{d,D} \exp[r_0/(r_D - r_0)]$ and $R = r_D - r_0$, we plot the normalized DDSD in Fig. 2a from the entire 12-cloud dataset (103 DDSDs). The collapsed exponential curve $n_{\exp}(r) = N/R \exp(-r/R)$ provides a good fit to the normalized spectra, indicating that the truncated exponential form is a good mathematical descriptor of the DDSD. As a comparison, we also attempt normalization using a truncated lognormal distribution given by

$$n_{\ln}(r) = \frac{N_{ln}}{\sqrt{2\pi}\ln\sigma} \exp\left[ -\frac{(\ln^2(r/r_G) - 2 \ln^2 r_G)}{2 \ln^2 \sigma} \right], \quad (6)$$

where the lognormal parameters are the total drop concentration $N_{ln} = \int_0^\infty n_{\ln}(r) \, dr$, the geometric mean radius $r_G$, where $\ln r_G = \ln r$, and the geometric standard deviation $\ln\sigma$, where $\ln^2\sigma = (\ln r - \ln r_G)^2$.

VanZanten et
al. (2005) found that the lognormal usefully describes DDSDs in Californian stratocumulus clouds. For each observed DDSD, we estimate the three lognormal parameters and account for truncation at \( r_0 \) using the method described in Feingold and Levin (1986). The normalization is successful at collapsing the DDSDs onto a universal lognormal function (Fig. 2b). Comparison of the exponential and lognormal forms shows that the lognormal is arguably marginally better than the exponential at describing DDSDs in drizzling stratocumulus clouds. However, the truncated exponential distribution provides almost as good a normalization while requiring only two parameters, and the method to deduce these parameters is very robust (the lognormal fits for truncated distributions were found to be prone to instability). We therefore proceed with the exponential fit for the remainder of this study.

Because the exponential provides a good representation of the data, we use the exponential form to assess sampling problems of large drops that stem from the limited sample volume of the 2D-C probe (~5 L s\(^{-1}\)). Because of this and the steep falloff of the exponential distribution, very few drops with radii larger than 200 \( \mu m \) were measured on any of the flights, but filter paper measurements show that drops of this size can be present in drizzle (Comstock et al. 2004). We therefore extrapolate the exponential out to sizes larger than those measured and calculate the contribution to \( Z \) and precipitation rate \( R \) from droplets 60 \( \mu m < r < \infty \), and compare with the contribution only over the measured range. To find the best fit exponential, we use nonlinear least squares fitting over the well-sampled drop range 20 < \( r < 60 \) \( \mu m \), weighting each size bin using the inverse square of the Poissonian counting error. Rain rate \( R \) is estimated using a single drop terminal velocity \( w_T \) relationship calculated from a fourth-order polynomial fit\(^1\) to \( \log_{10} w_T, \log_{10} r \) calculated at \( T = 280 \) K and \( p = 900 \) hPa using the full Reynolds number approach described in Pruppacher and Klett (1997). Tests show that the terminal velocities calculated using the single fitted curve differ by no more than 5\% from those calculated using the full theory at all temperatures and pressures experienced in this study.

Figure 3 shows two examples of the procedure. The DDSDs are shown in the upper panels for two cases. The second row shows the size-resolved reflectivity spectra \( dZ/dr \) (filled circles) and precipitation rate spectra \( dR/dr \) (diamonds). The exponential fits are shown with dotted \( (dZ/dr) \) and dashed \( (dR/dr) \) lines, extrapolated to larger sizes. For the case A644 \( dZ/dr \) and \( dR/dr \) continue to increase beyond the actual measurements, whereas for A764 the peaks in both \( dZ/dr \) and \( dR/dr \) are well resolved. The lower panels show the cumulative contribution to dBZ \([10\log_{10} Z + 180]\) and \( R \) from 60 \( \mu m \) upward. In the A644 case the extrapolated dBZ is around 7 dBZ higher (a factor of 5 in \( Z \)) than that measured with the 2D-C probe, and \( R \) is more than doubled. For the A764 case, there is only a negligible difference between the extrapolated and measured dBZ and \( R \). Insofar as we can assume the droplets are exponentially distributed, for the A644 case it is likely that droplets larger than those measured may be contributing significantly to the radar reflectivity and precipitation rate whereas in the A764 case this is unlikely. We assess the broader consequences of this undersampling problem in section 5.

3. Parameterization of cloud microphysical processes

The size-resolved microphysical data are used to compare with existing, widely used parameterizations of the Kessler type. Five parameterization schemes are explored, each of which have somewhat different dependencies upon cloud microphysical properties. The parameterizations we examine are (a) Khairoutdinov and Kogan (2000; K+K), (b) Kessler (1969; KES), (c) Beheng (1994; BEH), (d) Tripoli and Cotton (1980; T+C), and (e) Liu and Daum (2004; L+D). Table 1 gives the mathematical description of the schemes and additional assumptions made. For T+C we choose a threshold radius of 7 \( \mu m \) for determination of the liquid water content threshold. This is a fairly common choice when applying this scheme in large-scale numerical models (e.g., Jones et al. 2001). The L+D parameterization requires an estimate of the sixth moment of the cloud droplet size distribution, which is expressed by defining

\[
R_6 = \left( \frac{\int_0^{r_0} r^6 n(r) \, dr}{N_d} \right)^{1/6}
\]

with \( r_0 = 20 \) \( \mu m \). We parameterize \( R_6 \) as a function of the mean volume radius \( r_v \), via \( R_6 = \beta_L r_v \), assuming a modified gamma droplet size distribution (see, e.g., Austin et al. 1995) with the spectral width parameterization of Wood (2000). A good fit to the analytical form of this relationship is \( \beta_L^6 = ((r_v + 3)/r_v)^2 \), with \( r_v \) in microns. An analytical form for the threshold radius \( R_{6C} \) is presented in Liu et al. (2004), and is well approximated by \( R_{6C} = 7.5 (q_L^{1/3} R_6^{1/2}) \), where \( q_L \) is in units of kg m\(^{-3}\) and \( R_6 \) is in \( \mu m \).

\(^1\) \( \log_{10} w_T = -3.775 + 1.468 \log_{10} r + 0.733 (\log_{10} r)^2 - 0.366 (\log_{10} r)^3 + 0.043 (\log_{10} r)^4 \), \( r \) in \( \mu m \), \( w_T \) in m s\(^{-1}\).
The philosophy here is to consider the observed size-resolved microphysical measurements as a dataset that spans a considerable fraction of the likely microphysical parameter space in stratiform boundary layer clouds. We then use this dataset to examine how well each of the parameterizations represents the various rate terms such as the autoconversion and accretions in terms of bulk variables. To do this, an accurate stochastic collection equation solver is used to derive estimates of the rate terms from the measured DSDs. For each of the input DSDs, we also derive the parameters necessary to determine the rate terms using the various bulk param-
eterizations. We then compare the estimates of the rate terms derived from the SCE calculations with the parameterized values. This approach is similar to the method used in K+K except that they used DSDs from a large-eddy model with bin-resolved microphysics. Systematic differences between our results and the K+K parameterization are most likely indicative of differences in the nature of the DSDs in the K+K model and in our dataset and in the fitting procedure, rather than differences in the method used to integrate the SCE. The differences could result from large eddy simulation (LES) model inaccuracies in simulating microphysical processes (e.g., Stevens et al. 1996) or because different regions of the microphysical and thermodynamic parameter space are sampled in each case. The limited number of distinct clouds used in this study and in K+K certainly allows for the latter possibility.

This approach is somewhat different to the approach used by Pawlowska and Brenguier (2003, hereafter PB) who used a vertically integrated drizzle liquid water content budget approach as a measure of the accuracy of a number of bulk microphysical parameterizations. There are two reasons for this. First, the PB approach effectively validates only accretion rates because, in the vertical, integral of the accretion rate is typically much greater than that of autoconversion (see section 4 below). Thus, a whole-cloud balance between autoconversion plus accretion and precipitation rate is not particularly sensitive to autoconversion rate, which is a disadvantage given that the autoconversion rates differ much more between schemes than do accretion rates and that autoconversion has a strong impact upon the precipitation rate in simulated clouds (Menon et al. 2003). Second, results from large-eddy simulations of drizzling stratocumulus (e.g., Brown et al. 2004) indicate that turbulent transport of drizzle through cloud base may be a nonnegligible contributor to the cloud layer drizzle liquid water budget, which could preclude a unique balance between autoconversion plus accretion and precipitation rate.

The SCE solver (Bott 1998) has been successfully verified against both analytical solutions of the SCE, using the Golovin coalescence kernel (Golovin 1963) and against the Berry–Reinhardt scheme (Bott 1998). The model uses the hydrodynamic kernel and collision efficiencies of Hall (1980), Davis (1972), and Jonas (1972), which represent the state of current knowledge. Although the coalescence efficiencies for drops smaller than 20 μm have not been verified experimentally, they are based upon a reasonably sound theoretical foundation (Davis 1972; Jonas 1972). The DSD is first binned onto logarithmically spaced bins with the mass increasing by a factor of 21/2 from one bin to the next. There are 60 size bins with drop radii from 1.93 to 1758 μm.

a. Autoconversion

Autoconversion rate is estimated by integration of the autoconversion form of the SCE as presented in Eq. (2), with \( x_0 = \frac{(4\pi\rho_w/3)r_0^3}{\rho_h} \) and \( r_0 = 20 \mu m \). Given uncertainties in the collection kernel estimates and in the finite bin resolution used, we conclude that the autoconversion rates estimated with this method are probably accurate to no better than a factor of 2. Figure 4 compares autoconversion rates calculated using the SCE calculations on the observed DSDs (labeled SCE) against the parameterized autoconversion rates for the five schemes. There is considerable variation in the rates for the different parameterizations, which is hardly surprising given the differences in dependencies upon cloud liquid water and droplet concentration between schemes (Table 1). We estimate the potential bias caused by using layer-averaged DSDs, rather than local ones, to estimate the layer-mean autoconversion rate in the appendix and find it to have a maximum value of approximately a factor of 2, with the possibility of the layer mean either overestimating or underestimating the mean rate. The error bar in Fig. 4 depicts this additional uncertainty.

The schemes (KES, T+C, and L+D) that have threshold liquid water contents below which no autoconversion takes place tend to considerably overestimate autoconversion rates when the threshold is exceeded. Indeed, the threshold in KES is so high that autoconversion is prohibited in most cases. The threshold radius used in T+C has little physical meaning and tends to be set to low values so that autoconversion is not entirely prohibited in shallow clouds occurring in large-scale numerical models.

The L+D autoconversion rates are too large, but by reducing the constant term \( E \) (Table 1) to 12% of the published value (Fig. 4f), excellent agreement with SCE rates is obtained. The good performance of L+D is a result of using a more physically realistic dependence of the collection kernel upon droplet radius to derive the analytical form for the autoconversion rate than has been used in previous parameterizations (see Liu and Daum 2004, for a discussion). The reason for overprediction in the published L+D parameterization results from the fact that L+D use a form of the SCE that estimates the total rate of mass coalescence rather than the rate of coalescence mass flux across a threshold radius. This assumption is necessary in order to derive an analytical form for the autoconversion rate, but can
Fig. 4. Comparison of autoconversion rates derived from the SCE and observed DSDs (abscissas) and from the bulk parameterizations of (a) Khairoutdinov and Kogan (2000); (b) Kessler (1969); (c) Beheng (1994); (d) Tripoli and Cotton (1980); (e) Liu and Daum (2004); and (f) modified Liu and Daum (2004). Formulations for the parameterized autoconversion rates are presented in Table 1. Points for which the parameterized autoconversion rates are zero are shown along the abscissas. The symbols are shown in Fig. 6. The estimated maximum bias in each direction caused by using a layer mean DSD is also shown.
be shown to overpredict the rate of autoconversion as defined in this paper by approximately an order of magnitude (Wood and Blossey 2005). Fairly good agreement between observed and parameterized autoconversion rate is found for K+K, the parameterization derived using large-eddy simulations with bin-resolved microphysics. This suggests that the scope of the K+K parameterization may extend beyond its intended use only as a bulk parameterization in high-resolution numerical models.

We attempt to determine the sensitivity of the SCE-derived autoconversion rate to the cloud droplet concentration $N_d$, making the supposition that we can represent the autoconversion rate $AUTO$ as a function only of cloud liquid water content $q_L$ and cloud droplet concentration $N_d$, that is, $AUTO = K q_L^a N_d^b$, and attempt to remove the $q_L$ dependence to determine the dependence upon $N_d$ as a residual. Figure 5a shows the estimated $AUTO/q_L^3$ ($a = 3$) against $q_d$ normalized with the cloud layer mean value $\overline{q_L}$ in each case. This value of $a$ best removes the $q_L$ dependence, especially for $q_L/\overline{q_L} > 0.5$ (i.e., higher up in the cloud where the autoconversion rate is important). This is demonstrated by the relative lack of systematic dependence of $AUTO/q_L^3$ upon $q_L$ for each case. We then plot the logarithmic mean of $AUTO/q_L^3$ against the mean $N_d$ for each of the 12 cases in Fig. 5b. These values scale well with $N_d$, and linear regression in log–log space gives $b = -1.5 \pm 0.4$. The best estimate gives $K = 1.6 \times 10^{13}$ kg$^{-2}$ m$^{1.5}$ s$^{-1}$. We also performed multiple regression in log–log space of $q_L, N_d$, and $AUTO$, which gives $a = 2.8 \pm 0.4, b = -1.4 \pm 0.3$ (all errors at the 2-σ level), values somewhat consistent with the residual analysis above. The results confirm that there is a strong, statistically significant dependence of the autoconversion rate upon cloud microphysics.

The values of $a$ estimated with the SCE-derived autoconversion rates is higher than the exponents in KES ($a = 1.0$), T+C ($a = 2.33$), K+K ($a = 2.47$), and much smaller than that in BEH ($a = 4.7$), and is most consistent with L+D ($a = 3$). The observed value of $b$ is close to the values in L+D ($b = -1$) and K+K ($b = -1.79$), much higher than those in KES ($b = 0$) and T+C ($b = -1/3$), and considerably lower than BEH ($b = -3.3$). We therefore conclude that the modified form of the L+D parameterization is currently the most accurate Kessler-type autoconversion parameterization with the most realistic dependencies upon cloud liquid water content and droplet concentration. However, further investigation is required to remove the need to arbitrarily tune the constant factor.

We also found that the rate of increase of drizzle droplet concentration $N_{LD}$ due to autoconversion is well modeled with the assumption that newly formed drizzle droplets have a mean volume radius $r_{new} = 22 \mu$m, so the rate can be written as a function of the autoconversion rate

$$
\left( \frac{\partial N_{LD}}{\partial t} \right)_{Auto} = \frac{3}{4 \pi r_{new}^3} \left( \frac{\partial q_{LD}}{\partial t} \right)_{Auto}.
$$

(7)

Our value of $r_{new}$ differs from that in Khairoutdinov and Kogan (2000) who suggest $r_{new} = 25 \mu$m, which leads to a 30% smaller rate. However, the value of $r_{new}$ and the drizzle drop concentrations are fairly sensitive to the choice of threshold radius (here $20 \mu$m) and the choice of discrete size bins used in the autoconversion calculations. We find that the value of $r_{new}$ is only
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slightly larger (by a few percent) than the center of the smallest radius bin classified as drizzle.

b. Accretion

Accretion rates were derived in the same method as autoconversion rates but by integration of (3). Accretion rates are compared in Fig. 6. The parameterization schemes tend to perform better than for autoconversion rate, with T+C being the least biased. Biases in the other schemes do not exceed 70%, which is encouraging. For reasons mentioned above, the accretion rates are likely to be accurate to no better than a factor of 2. Maximum averaging biases are also of this magnitude, but in most cases they are small (see appendix). The formulations for accretion rate all have similar dependencies upon cloud and drizzle liquid water content.

The rate of loss of cloud droplets is parameterized in K+K by assuming that all collected drops (through both autoconversion and accretion) have a size equal to the mean volume radius of the cloud droplets. Such rates are important for the investigation of aerosol scavenging effects and the associated transition from a polluted to a clean boundary layer. We test this by comparison with the rate of cloud droplet loss using the SCE integrations. It should be noted that K+K does not take into account self-collection, that is, the loss of drops by coalescing cloud drops that do not produce a drizzle drop. Results suggest, however, that although
cloud droplet loss by self-collection is often comparable to or larger than that by autoconversion, it is accretion that tends to dominate the removal of cloud drops. Thus, the self-collection contribution to the overall cloud droplet loss rate is small. We use the autoconversion and accretion rates derived using the SCE integrals to avoid the aliasing of biases that have been already-discussed in these rates, and concentrate only on the parameterized cloud droplet loss rates. Figure 7a shows the rates derived from the SCE method against the parameterization. For SCE-estimated droplet loss rates higher than around 100 m$^{-3}$ s$^{-1}$ the rates in most cases agree to within a factor of 2. For lower loss rates the parameterization tends to overestimate the rate of droplet loss. However, a droplet loss rate of 100 m$^{-3}$ s$^{-1}$ means that in one hour only 0.36 cloud droplets are lost to autoconversion/accretion, which is rather insignificant.

We also compare cloud droplet loss rates with those from BEH, which has separate rates for the loss due to autoconversion, accretion, and self-collection. The droplet loss rates for autoconversion and accretion rates are presented in BEH as a function of the mass autoconversion and accretion rates and, as with the K+K comparison, we use the SCE-derived values. We compare the total rate of cloud droplet loss in Fig. 7b for BEH. As with K+K, these compare favorably at larger rates, and there is a tendency for overprediction especially at the smaller rates. Neither T+C or KES include terms to account for removal of cloud droplets due to the coalescence mechanism.

c. Sedimentation

Parameterization of the drizzle process requires expressions for the rate at which the droplet population sediments. Given that the drizzle droplet population is well modeled using an exponential distribution, parameterization of drizzle drop sedimentation rates will require specification of the rate at which both the drop number and a second moment of the distribution falls (i.e., a two-moment parameterization of the DDSD). The mass fall rate is simply the precipitation rate $R$ defined as

$$R = R_{\text{mass}} = \frac{4\pi p_v}{3} \int_0^\infty w_T r^3 n(r) \, dr,$$

and the number fall rate is

$$R_{\text{number}} = \int_0^\infty w_T n(r) \, dr.$$

We have plotted the mass and number fall speeds as parameterized using K+K against the observed ones in Fig. 8. In most cases these agree to within a factor of 2. Note that in all cases the observed fall rates include the contribution from the exponential extrapolation at large sizes. The K+K precipitation rates are generally slightly lower and the number rates slightly higher than those from the observations. The cause of these differences is not clear but may include differences in the drop terminal velocity relationships used in both cases.
4. Relative roles of autoconversion and accretion

The relative importances of autoconversion and accretion in determining the increase in drizzle liquid water content is an interesting issue that has received little specific attention in the literature. Results presented in section 3a suggest that autoconversion rates depend strongly upon the liquid water content, and therefore height in the cloud. Accretion rates depend not only upon cloud parameters \( N_d, q_L \), but also upon the drizzle liquid water content, which has a broad peak in the center of the cloud (see Part I). Figure 9 shows a composite of normalized profiles of autoconversion and accretion. To construct the plot we use the autoconversion and accretion rates derived from the observations (sections 3a,b). For each flight we normalize the autoconversion rates by the cloud mean values and then bin the data from all the flights into normalized height bands.

Autoconversion rate increases rapidly with height in the cloud. A linear increase of cloud liquid water content with height, a constant droplet concentration, and autoconversion rates that depend upon \( q_L \) to some power \( a \), leads to curves of the form shown by the dashed lines, for values of \( a = 1, 2, 3, 4 \). The observed increase in autoconversion rate with \( z_\phi \) is consistent with \( 2 < a < 3 \) discussed in section 3a. Accretion rates peak farther down in the cloud at around \( z_\phi = 2/3 \). The lower panels in Fig. 9 show the relative contribution to the total rate of increase of drizzle liquid water content (autoconversion + accretion) from the two processes. Accretion dominates the production of \( q_L, D \) throughout most of the cloud. Autoconversion only becomes a significant process in the upper 20% of the cloud. Even in these upper levels accretion still plays a significant role. Because autoconversion rates are significant only in a thin layer of cloud, its parameterization in numerical models with coarse vertical resolution is likely to be particularly problematic and may suggest why some of the commonly used parameterizations require considerable tuning when used in such models (Pincus and Klein 2000; Rotstayn 2000).

5. Radar reflectivity–precipitation rate relationships

With the increasing use of radars to measure stratocumulus cloud and precipitation properties from both the ground (e.g., Frisch et al. 1995; Yuter et al. 2000) and from space (e.g., the upcoming CloudSat mission), there is a need to understand the relationships between parameters measured with the radar and physically significant cloud properties. Precipitation rate is one of the key properties that has great implications for the hydrological cycle and for the dynamics of the boundary layer. It is therefore not surprising that relationships between radar reflectivity and precipitation rate \( (Z-R) \) relationships have been most scrutinized, albeit in most cases for clouds with significantly higher precipitation rates than are found in stratocumulus cloud (e.g., Stout and Mueller 1968). The measurements presented in this study offer the opportunity of investigating such relationships in stratocumulus cloud.

We present measurements from all in-cloud levels in all flights in Fig. 10, in the form of a comparison of the
total dBZ calculated from the extrapolated exponential \((60 \mu m < r < \infty, \text{ordinate})\) and from the uncorrected 2D-C data (abscissa). The dashed line shows exact agreement and the dotted lines represent the extrapolated exceeding the data by 2.5, 5, and 7.5 dB. It is clear that for the majority of flights the differences are small (less than 2.5 in many cases). However, there is a tendency for poorer agreement at larger values of dBZ, that is, for the heavier drizzle cases. Levels below cloud are not included because evaporation of the smaller droplets tends to result in nonexponential size distributions. We did not include flight A641 in this comparison because it contained low amounts of drizzle droplets and \(n(r)\) at large drop size was noisy and not well modeled with an exponential. We do not show the comparison between precipitation rates but the behavior is qualitatively similar to that for dBZ. The fractional increase in \(Z\) from the data to the exponential extrapolation is a factor of 1.0 to 3.0 times the fractional increase in \(R\). Because the value of this factor is positively correlated with high values of \(R\), there are important consequences for the true \(Z-R\) relationships in drizzling stratocumulus.

Values of \(R\) and \(Z\) are derived for the DDSD over
the size range \( r > 20 \mu m \) in two ways. The first method is a direct calculation from the measured DSD giving values \( R_{\text{data}} \) and \( Z_{\text{data}} \). The second uses the exponentially fitted DSD for \( r > 60 \ \mu m \) drops and the measured values for \( r \leq 60 \ \mu m \), giving values \( R_{\exp} \) and \( Z_{\exp} \). For flight A641 we use only the measured DSD for reasons mentioned above, so the two methods yield the same values of \( Z \) and \( R \). Least squares fitting is used to obtain the parameters \( a \) and \( b \) in the relationship \( Z = aR^b \).

Table 2 shows the values of \( a \) and \( b \) for the fits, along with the estimated errors (2-\( \sigma \) level) and the regression coefficient \( r^2 \). The most important difference between the relationships is that the exponent \( b \) is larger for the extrapolated data (\( b = 1.18 \)) than the measured data (\( b = 1.04 \)). This is a direct result of there being larger fractional increases in \( Z \) than in \( R \) for the extrapolated distributions compared with the measured ones. These values of \( a \) and \( b \) for the extrapolated distributions \( Z\text{--}R \) relationship compare well with those derived from millimeter cloud radar data taken in drizzling stratocumulus over the southeast Pacific Ocean (Comstock et al. 2004), suggesting that a single \( Z\text{--}R \) relationship may suffice to detect drizzle from a stratiform marine boundary layer cloud.

Figure 11 shows the \( Z_{\exp}\text{--}R_{\exp} \) relationship for all in-cloud cases. The value of \( r^2 \) for the log--log fit is 0.89. These results suggest that, although there is a good correlation between radar reflectivity and precipitation rate, the relationship is not a unique one. Additional information about the drop size distribution will improve the relationship. Retrievals of precipitation rate from radar reflectivity alone will incur considerable error (Fig. 11), possibly as much as a factor of 2 or 3 in precipitation rate. With additional information, this error can be approximately halved.

6. Discussion and conclusions

We have investigated some aspects of the size-resolved drizzle microphysics using 12 flights into stratocumulus clouds. The drizzle drop size distribution (DDSD) is found to be well represented using either a truncated exponential or a truncated lognormal distribution, and the former has been used to correct for the poor sampling of drops larger than \( r > 200 \ \mu m \). Values of the higher moments of the DDSD necessary to derive radar reflectivity and rain rate are, in some cases,
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**Fig. 10.** Reflectivity factor dBZ derived using droplets with radii larger than 60 \( \mu m \) for data values (abscissa) and for the fitted exponential distributions extrapolated to \( r = \infty \) (ordinate). In most cases there is only a small difference between the two values, indicating that the 2D-C sample volume is sufficiently large enough to account for significant contributions to reflectivity from all droplet sizes. However, in A644 there are differences of at least 10 dBZ in some cases, which arise because drops larger than those measured using the 2D-C are contributing significantly to the reflectivity.
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**Fig. 11.** (a) Derived reflectivities \( Z_{\exp} \) plotted against precipitation rates \( R_{\exp} \) for all the in-cloud extrapolated distributions. The dotted line represents the best fit power law with parameters given in Table 2. Symbols as for Fig. 10.
Values of autoconversion, accretion, and sedimentation rates are estimated using integration of the SCE from the cloud and drizzle DSDs and compared to those from five widely used parameterizations. Autoconversion rates compare most favorably with a modified version of Liu and Daum (2004), whereas accretion rate formulations all show good agreement with data, there being less variation in the parameterizations. The data are consistent with a power 2–3 dependency upon cloud liquid water content. We also found a strong and statistically significant dependence of the autoconversion rate upon cloud droplet concentration $N_d$, with autoconversion rate decreasing markedly with increasing $N_d$. A doubling of $N_d$ leads to a decrease in autoconversion rate of between 2 and 4, with the range in this estimate related to uncertainties in the relationship between autoconversion and $N_d$. This suggests a strong role for cloud microphysical properties in the production of drizzle and supports the hypothesis that drizzle can be suppressed in clouds with high cloud droplet concentration. Modeling is required to investigate the dynamical and thermodynamical feedbacks associated with suppression (e.g., Ackerman et al. 2004). It is found that the accretion rate dominates the production of drizzle liquid water throughout most of the cloud with autoconversion being dominant at cloud top only. The production of new drizzle drops is dominant at cloud top.

Radar reflectivity–rain rate ($Z$–$R$) relationships are found to be affected by the sampling problems discussed above. With data corrected for the sampling problems, we find an exponent $b \sim 1.2$ that is smaller than those commonly found in heavier rain $b \sim 1.5$. This relationship is explored further in Comstock et al. (2004) and is suggestive of a stronger control on rain rate by variations in number concentration of drizzle drops and less control by the size of drizzle drops, compared to heavier rain. These relationships should prove useful when designing drizzle retrieval methods from surface and satellite radars.
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APPENDIX

Effect of DSD Averaging on Autoconversion and Accretion Rates

The use of layer average rather than instantaneous spectra has the potential to induce a bias in the estimation of the layer mean autoconversion rate because in general, $\bar{F}[n(r)] \neq \bar{F}[\bar{n}(r)]$, where $F$ is any function, such as the autoconversion rate, that depends nonlinearly upon the DSD. We estimate the potential magnitude of these biases for the autoconversion rate using 1-km average DSDs from a selection of straight and level runs with lengths between 20 and 60 km. For each run we compare the autoconversion rate $A_{\text{ens}}$ estimated using the ensemble DSD for the entire run with the mean autoconversion rate $A_{\text{mean}}$ of the 1-km estimates (Fig. A1). The median value of $A_{\text{ens}}/A_{\text{mean}}$ is 0.96 with 10th and 90th percentiles of 0.56 and 1.28. This suggests that the use of layer means can lead to considerable biases of nearly a factor of 2, but that, perhaps surprisingly, both underestimation and overestimation by the ensemble DSD is possible, and the net effect turns out to be a relatively small bias. The bias characteristics do not appear to differ markedly at low or high autoconversion rates. In the types of stratocumulus studied here, the results suggest that the maximum error in the estimate of the mean autoconversion rate when a layer mean DSD is used is almost a factor of 2.

That $A_{\text{ens}}/A_{\text{mean}}$ can be both less than and greater than unity is worthy of closer examination. To demonstrate how this can happen, we consider two hypotheti-

![Fig. A1. Comparison of autoconversion rate derived from the ensemble DSD for entire 20–60-km straight and level runs (abscissa), against the mean of the autoconversion rates calculated for each 1-km subsection of the run.](image-url)
cal extreme cases. First, consider a variable cloud in which the liquid water content is modulated entirely by changes in cloud droplet number concentration rather than mean droplet size. The DSD can be written as \( n(r) = N_d f(r) \), where \( f(r) \) is a fixed function of droplet radius in the cloud. The autoconversion integral \( \langle 2 \rangle \) yields a local autoconversion rate proportional to \( N_d^2 \). Thus, in this case, \( A_{\text{ens}}/A_{\text{mean}} = N_d^2/N_d^2 = [1 + (\sigma N_d^2)r^2]^{-1} < 1 \), and the ensemble underestimates the mean autoconversion. For the second case, we assume that at each location in the cloud the DSD is a Dirac delta function (i.e., monodisperse) and that the droplet concentration is fixed so that liquid water variability is related only to changes in mean droplet size. In this case, \( A_{\text{mean}} = 0 \) because the collection kernel \( K(r, r') = 0 \) for \( r = r' \). Because the ensemble DSD is broad, \( A_{\text{ens}} > 0 \), so the ensemble in this case overpredicts the autoconversion rate. While neither of these examples are representative of any real cloud, they demonstrate that the relative variability of cloud droplet concentration and mean droplet radius, and the degree to which these variables are correlated in real clouds will determine whether the layer mean DSD will underestimate and overestimate the true layer mean autoconversion rate.

Similar biases occur in accretion rates. In this case, biases arise only if there is a nonzero spatial correlation between cloud and drizzle liquid water contents because the accretion rate is nearly proportional to their product. We estimate that the ratio of ensemble to mean accretion has a median of 0.97 with 10th and 90th percentiles of 0.70 and 1.08. In the extreme cases, the ensemble DSD can underestimate the mean autoconversion by up to a factor of 2 or overestimate it by 20%, but more commonly the biases are much less than this, and do not exceed the uncertainties related to the collection kernel and DSD measurement error.
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