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[1] The recent sharp decline in Arctic sea ice has triggered
an increase in the interest of Arctic sea ice predictability, not
least driven by the potential of significant human industrial
activity in the region. In this study we quantify how long
Arctic sea ice predictability is dominated by dependence
on its initial conditions versus dependence on its secular
decline in a state‐of‐the‐art global circulation model (GCM)
under a ‘perfect model’ assumption. We demonstrate initial‐
value predictability of pan‐Arctic sea ice area is continuous
for 1–2 years, after which predictability is intermittent in
the 2–4 year range. Predictability of area at these longer
lead times is associated with strong area‐thickness cou-
pling in the summer season. Initial‐value predictability
of pan‐Arctic sea ice volume is significant continuously for
3–4 years, after which time predictability from secular trends
dominates. Thus we conclude predictability of Arctic sea
ice beyond 3 years is dominated by climate forcing rather
than initial conditions. Additionally, we find that forecast
of summer conditions are equally good from the previous
September or January initial conditions. Citation: Blanchard‐
Wrigglesworth, E., C. M. Bitz, and M. M. Holland (2011), Influ-
ence of initial conditions and climate forcing on predicting Arctic
sea ice, Geophys. Res. Lett. , 38 , L18503, doi:10.1029/
2011GL048807.

1. Introduction

[2] Predicting Arctic sea ice has long been practiced by
elders of Inuit communities in the Arctic, whose livelihoods
depend on sea ice for travel and hunting [Fox, 2003]. There
is increasing interest in predicting Arctic sea ice among
shipping and resource extraction industries, spurred in part
by the recent sharp decline of Arctic sea ice area, particularly
in summer [Serreze et al., 2007]. For example, advanced
knowledge of the opening of the northwest and northeast
passages could offer faster and cheaper travel between
the Atlantic and Pacific oceans [Arctic Climate Impact
Assessment, 2004].
[3] The persistence of anomalies in Arctic sea ice area has

multiple important timescales [Blanchard‐Wrigglesworth
et al., 2011]. There is an initial exponential decay of the
lagged correlation from a given month that results in a neg-
ligible correlation after 2–4 months. For example, correla-
tion of Arctic sea ice area anomalies in May with successive
months is essentially zero by September. Beyond this initial

loss of persistence, there is a reemergence that occurs in
some seasons owing to coupled interactions between sea ice
area anomalies, thickness anomalies (which tend to persist
much longer than area anomalies), and sea surface temper-
ature (SST) anomalies. The reemergence is observed in
nature, but it is more pronounced in a GCM analyzed in the
study.
[4] Global Climate Models (GCMs) have been employed

to assess the prognostic predictability of Arctic sea ice in a
few studies by using ‘perfect model’ approach in which
ensemble integrations are initialized from a reference model
integration. Such studies neglect errors from imperfect
knowledge of the initial state and therefore give the upper
limit of predictability for the model. One study found central
Arctic thickness predictability for 2 years, while Arctic sea
ice area predictability was only better than expected from
damped persistence for a few months near the ice edge
[Koenigk and Mikolajewicz, 2009]. Another found sea ice
area in a year with above average thickness generally
exhibits longer predictability than in a year with below
average thickness [Holland et al., 2010]. These studies are
valuable precursors to practical GCM predictions but they
have only evaluated predictability from initial conditions
(‘predictability of the first kind’ [Lorenz, 1975]). This ‘initial‐
value’ predictability is measured by comparing the time
evolution of the spread of an ensemble forecast distribution to
its asymptotic limit.
[5] Predictability from changing boundary conditions

(‘predictability of the second kind’ [Lorenz, 1975]), such as
results from anthropogenic climate forcing, could be very
important for a system whose mean state is rapidly chang-
ing, as is the case for Arctic sea ice. This ‘forced’ predict-
ability results in a transient in the ensemble mean of an
ensemble forecast distribution. A question of interest is how
long initial‐value predictability dominates over forced pre-
dictability in sea ice, or is there a gap when there is no
predictability. A similar question has been explored for
Pacific upper ocean temperatures, which showed within
5–8 years predictability from climate forcings exceeds that
from initial values [Branstator and Teng, 2010]. We assess
the ‘forced’ predictability in sea ice through the use of rel-
ative entropy [Kleeman, 2002] from information theory,
which has recently been applied in the context of oceanic
temperature predictability [Teng and Branstator, 2010].

2. Methods

[6] We investigate predictability of pan‐Arctic sea ice
area and volume in perfect model studies with the Commu-
nity Climate System Model version 4 (CCSM4) [Gent et al.,
2011] at 1° resolution in all components. Because persis-
tence of Arctic sea ice area varies seasonally [Blanchard‐
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Wrigglesworth et al., 2011], we designed our experiments to
assess initializations from two different times of the year as
noted in Table 1. The start times were chosen to capture
times near the maximum and minimum of sea ice area
persistence. We conduct an ensemble of prediction experi-
ments (EPEs) for each start time composed of 60 runs with
initial conditions drawn from six different 20th Century
integrations (see G. A. Meehl et al. (Climate system
response to external forcings and climate change projections
in CCSM4, submitted to Journal of Climate, 2011) and
Table 1). We refer to runs with initial conditions from the
same start time and 20th century integration as a set. Each
set has either 8 or 20 members of 2 or 5 years in length (as
noted in Table 1), and all members of the set have the same
sea ice, land, and ocean initial conditions. The set members
are unique in their atmospheric initial conditions, which are
drawn from consecutive days centered on 1 January or
September. Given the rapid adjustment time scales of the
atmosphere, each member of a set can be considered inde-
pendent. All integrations have time‐varying, radiative forc-
ing [Gent et al., 2011]. We find that the varying number of
members in the sets in the first two years does not distort our
results (see auxiliary material).1

[7] We use monthly model output for all our computa-
tions. Anomalies are calculated as the departure from the
mean of each set. A time‐evolving standard deviation (s) is
computed from the anomalies across each January and
September EPE. We use years 1996–2005 of the six 20th
century integrations to construct statistics of a ‘reference’
distribution, which we assume has no memory of its initial
conditions in 1850. The time‐evolving mean (or trend) of
the reference distribution is estimated from a linear fit to the
ensemble mean of the six runs. The reference s is estimated
from anomalies of this time‐evolving mean. In the refer-
ence, s is assumed to be monthly varying but annually
periodic, a reasonable assumption for the shortness of the
period considered. All significance values are stated at the
95% confidence interval.
[8] Satellite observations of sea ice area [Fetterer et al.,

2010] from 1979–2010 are used to compute the trends
and standard deviation of observed sea ice area.

3. Results

[9] Forecast accuracy is a user defined concept with no
universally defined skill standard [Collins, 2002], so we con-
sider several measures. We begin by evaluating the growth
of the cross‐ensemble standard deviation (or ensemble

spread) of each EPE, which addresses initial‐value predict-
ability only, using the Root Mean Square Deviation (RMSD,
also known as Root Mean Square Error). The RMSD is
defined as

RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

X6
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X8;20
i¼1

X
k 6¼1

xk j � xij
� �2

;
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where xij is either pan‐Arctic sea ice area or volume (hence-
forth referred to as just area or volume) and the indexes j
indicates the set, i indicates ensemble member, and N the
total number of variables in the summation minus 1 [see
Collins, 2002]. We note that our interpretation of the RMSD
is in close agreement with those from the Prognostic
Potential Predictability (PPP) [Pohlmann et al., 2004] and
growth of the standard deviation of the EPE (see auxiliary
material).
[10] Figure 1 shows the RMSD for area and volume for

January and September EPEs. An RMSD of zero indicates
perfect predictability, and the reference RMSD is the limit
above which there is no predictability. Predictability is
considered significant when the RMSD of the EPE is less
than that of the reference judged using an F‐test. As
expected from its shorter persistence timescale, the initial‐
value predictability is lower for area than for volume. The
time it takes for the RMSD for area to first lose significance
is about 1.5–2 years (Figures 1a and 1c). Beyond 2 years the
RMSD for area is significant only intermittently, with a
tendency for significance to recur in some months, notably
May–July and September–October of years 3 and 4. After
4 years all initial‐value predictability of area is lost. For sea
ice volume, the initial‐value predictability of each EPE is
significant continuously for 3–4 years (Figures 1b and 1d).
[11] We compare the RMSD for each EPE to an estimate

from an autoregressive process of order 1 (AR1 model [see,
e.g., von Storch and Zwiers, 1999]) — an estimate of the
predictability from damped persistence alone. The AR1
model is based on the one‐lag correlation (a) and variance
(s2) of the reference for the month following the start time
(e.g., for the January start, a is for January correlated with
February and s is for only the month of January). Hence, the
asymptotic limit of the AR1 model RMSD approaches that
of the reference for the start month. The parameters a and s
for area vary stronglywith season [Blanchard‐Wrigglesworth
et al., 2011], so the AR1 model RMSD for area should only
be considered relevant for the first few months. The initial
rapid rise of the AR1 model RMSD for area for the Sep-
tember EPE is due to both a low a and high s. In other
words, damped persistence alone from September conditions
offers poor predictability — much worse than from January.
However, the EPE predictability is just as good for Sep-
tember as January start times (based on comparing the
RMSD of EPEs and reference at similar lead times), which
offers hope that prognostic predictions of area can beat
simple damped persistence at least for a few months of lead
time.
[12] Initial value predictability for January and September

EPEs is generally indistinguishable in spring of the first year
for both area and volume, as evident by the similar mag-
nitude of RMSD in Figures 1e and 1f. This season leads to a
period of enhanced growth in the RMSD of the area and
volume distributions that recurs in June–July each year. It is

Table 1. Description of Ensembles of Prediction Experiments

20th Century
Run Used

for Initialization Starting Times
Length
of Runs

Number
of Members

1 Sep 2000, Jan 2001 2 years 20
2 Sep 2000, Jan 2001 5 years 8
3 Sep 2000, Jan 2001 5 years 8
4 Sep 2000, Jan 2001 5 years 8
5 Sep 2000, Jan 2001 5 years 8
6 Sep 2000, Jan 2001 5 years 8

1Auxiliary materials are available in the HTML. doi:10.1029/
2011GL048807.
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perhaps not a coincidence that initial‐value predictability
should decline at a time of high solar insolation, when snow
cover disappears, surface albedo drops sharply, and atmo-
spheric perturbations have been shown to produce the
greatest variation in sea ice volume [Bitz et al., 1996]. We
emphasize that the decline does not result in complete loss
of predictability, at least not until several years have passed.
[13] Our previous work showed that sea ice area anoma-

lies could disappear and reemerge by association with long‐
lived thickness anomalies during the summer season
[Blanchard‐Wrigglesworth et al., 2011]. Such phenomena
are possible if thickness and area anomalies are only
strongly correlated in summer and the area anomaly decays
in fall while the thickness anomaly in the central Arctic
persists all year. Volume is the hemispheric integral of local
thickness weighted by the local fractional sea ice cover.
Thus volume is strongly related to central Arctic thickness.
Figure 2 shows that sea ice area and volume are indeed
strongly correlated only in summer in both EPE and reference.
We thus expect that negligible area predictability in spring
followed by reemergence of area predictability in summer‐
fall (e.g., see Figures 1a and 1c in 2002 and 2003) is a result
of coupling between the slowly‐varying volume and the
generally faster‐varying area. While we do see winter area
predictability lasts up to 3 years, this is not imparted by
volume anomalies, but presumably originates from persis-

tence in the ocean model component. Further evidence of
the controlling influence of volume on area is that once the
EPE RMSD becomes undistinguishable from the reference
RMSD in the 5th year (see Figures 1b and 1d), area loses all
initial‐value predictability (see Figures 1a and 1c).

Figure 2. Correlation between area and volume anomalies.
Monthly r values for January and September IC EPEs and
reference run.

Figure 1. RMSD of Arctic sea ice volume and area for the (a, b) January (dark blue), (c, d) September (light blue), and
(e, f) January and September EPEs. Estimates of RMSD from the reference integration (black dashed) indicate the limit of
no predictability. The blue lines are heavy when the RMSD of the ensemble is significantly below the reference RMSD. The
red lines are the RMSD of an AR1 model, which provide a measure of the RMSD expected from persistence alone.
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[14] Next we consider how the rapid decline in area and
volume affect predictability through analysis of relative
entropy, which measures the information (in bits) provided
by a prediction over the climatology [Kleeman, 2002]. The
univariate form of relative entropy is defined as

RE ¼ 1

2
ln

�2
c

�2
e

� �
þ �2

e

�2
c

þ �e � �cð Þ2
�2
c

� 1

" #
; ð2Þ

where sc and se are standard deviations of the reference and
experiment respectively, and mc and me is the mean of the
reference and experiment respectively. We refer to the first
two and fourth terms in equation (2) as the dispersion
component and the third term as the signal component of the
relative entropy. Relative entropy evaluates both the pre-
dictability of the spread (dispersion) and the evolution of the
mean (signal) of the EPE distribution. The initial‐value
predictability has both dispersion and signal components,
while the forced predictability affects only the signal com-
ponent in the timeframe of our experiments. We estimate a
null hypothesis lower (rejection) level by calculating the
relative entropy with respect to the reference of a synthetic
data set whose mean and standard deviation are constructed
to be minimally significantly different from the reference at
exactly the 95% level (see auxiliary material).
[15] From the relative entropy of the EPEs (see Figure 3),

we see that most of the initial‐value predictive information
in volume is a result of the dispersion component of the
ensemble, which provides predictability for about 3–4 years
(in agreement with Figure 1). The signal component also
yields initial‐value predictability in volume, which is much

smaller than the dispersion component during the first year,
but comparable in years 2–3, particularly in the September
EPE. All initial‐value predictability for volume disappears
by year 5. The forced predictability of volume becomes
comparable with initial‐value predictability in year 3, and
forced predictability exceeds initial‐value predictability in
year 4. For volume, the sum of initial‐value and forced
predictability is significant all 5 years, except for a brief
period in the January EPE at the end of year 3.
[16] For area, dispersion provides continuous initial‐value

predictability for 2 years, and then it is intermittently sig-
nificant in years 3 and 4. Unlike volume, the greater con-
tributor to initial‐value predictability of area is from the
signal component in the first 6 months and in the 2nd winter
following the forecast start date. Given the more rapidly‐
varying, noisier nature of area compared to volume, it is
harder to define a precise time at which all area initial‐value
predictability saturates (to use a term from Branstator and
Teng [2010]), but saturation is beyond 2 years for the sig-
nal component and 4 years for the dispersion component.
The first evidence of forced predictability in area does not
appear until year 5, which is much later than for volume.
Thus, there are extensive periods in the 2–5 year range
where no significant total predictability is present.

4. Discussion and Conclusions

[17] The evolution of volume and area in the 20th Century
runs for 2000–2005 (see Table 1) can be used as a window
to the timescale for when forced predictability becomes
significant. It takes only about 4 years for the volume to
reach a new mean state (when the secular change exceeds ‐1

Figure 3. Relative entropy (unit less) of sea ice volume and area for (a, b) January and (c, d) September IC EPEs. The
dashed lines represent the 95% null hypothesis rejection levels for dispersion (blue), signal (green) and total (cyan).
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standard deviation), whereas for area it takes about 6 years.
Unfortunately, the observational record of sea ice thickness
is too incomplete to calculate this metric for observed sea ice
volume, yet we note that recent trends [Kwok and Rothrock,
2009] are comparable to those in the model. Observed sea
ice area retreat indicates it currently takes about 5 years to
reach a new mean state. The near agreement between the
model and observations (where possible) supports the
finding from our model results that at present predictability
of the Arctic sea ice system beyond about 3–5 years is
principally a boundary‐forcing problem. In contrast, pre-
dictability for less than 3–5 years is an initial‐value problem.
[18] Area predictability is considerably longer than the

predictability yielded by its inherent persistence timescale,
in part due to the coupling of area and volume anomalies
during the summer season. In the model there are times
when no significant area predictability exists from either
initial conditions or climate forcing, whereas for volume,
significant predictability is present almost continuously. We
find that beyond the spring, model predictions are equally
good whether initialized in September or January, implying
that in practice forecasts of the summer sea ice may be made
as early as the fall.

[19] Acknowledgments. We thank Grant Branstator, Joe Tribbia,
Andrew Madja and Ben Kirtman for insightful discussions, and two anon-
ymous reviewers for helpful comments. This research was supported by
NSF PP grant ARC‐0909313. Computing support was provided by
NCAR’s Computational and Information Systems Laboratory, sponsored
by NSF.
[20] The Editor thanks two anonymous reviewers for their assistance in

evaluating this paper.

References
Arctic Climate Impact Assessment (2004), Atmospheric circulation and
Arctic sea ice in CCSM3 at medium and high resolution, in Impacts of
a Warming Arctic, p. 144, Cambridge Univ. Press, Cambridge, U. K.

Bitz, C. M., D. S. Battisti, R. E. Moritz, and J. A. Beesley (1996), Low‐
frequency variability in the Arctic atmosphere, sea ice and upper‐ocean
climate system, J. Clim., 9, 394.

Blanchard‐Wrigglesworth, E., K. Armour, C. M. Bitz, and E. deWeaver
(2011), Persistence and inherent predictability of Arctic sea ice in a
GCM ensemble and observations, J. Clim., 24, 231, doi:10.1175/
2010JCLI3775.1.

Branstator, G., and H. Teng (2010), Two limits of initial‐value decadal pre-
dictability in a CGCM, J. Clim., 23, 6292, doi:10.1175/2010JCLI3678.1.

Collins, M. (2002), Climate predictability on interannual to decadal time
scales: The initial value problem, Clim. Dyn., 19, 671.

Fetterer, F., K. Knowles, W. Meier, and M. Savoie (2010), Sea Ice Index,
http://nsidc.org/data/seaice_index/, Natl. Snow and Ice Data Cent.,
Boulder, Colo.

Fox, S. (2003), When the Weather Is Uggianaqtuq: Inuit Observations of
Environmental Change [CD‐ROM], Cartogr. Lab., Geogr. Dep., Univ.
of Colo., Boulder.

Gent, P. R., et al. (2011), The Community Climate System Model version 4,
J. Clim., in press.

Holland, M. M., D. A. Bailey, and S. Vavrus (2010), Inherent sea ice pre-
dictability in the rapidly changing arctic environment of the Community
Climate System Model, version 3, Clim. Dyn., 36, 1239, doi:10.1007/
s00382-010-0792-4.

Kleeman, R. (2002), Measuring dynamical prediction utility using relative
entropy, J. Atmos. Sci., 59, 2057.

Koenigk, T., and U. Mikolajewicz (2009), Seasonal to interannual climate
predictability in mid and high northern latitudes in a global coupled
model, Clim. Dyn., 32, 783, doi:10.1007/s00382-008-0419-1.

Kwok, R., and D. A. Rothrock (2009), Decline in Arctic sea ice thickness
from submarine and ICESat records: 1958–2008, Geophys. Res. Lett.,
36, L15501, doi:10.1029/2009GL039035.

Lorenz, E. N. (1975), The physical bases of climate and climate modelling,
in Climate Predictability, WMO GARP Ser., vol. 16, p. 132, World
Meteorol. Organ., Geneva, Switzerland.

Pohlmann, H., M. Botzet, M. Latif, A. Roesch, M. Wild, and P. Tschuck
(2004), Estimating the decadal predictability of a coupled AOGCM,
J. Clim., 17, 4463.

Serreze, M., J. Stroeve, and M. M. Holland (2007), Perspectives on the
Arctic’s shrinking sea‐ice cover, Science, 315, 1533, doi:10.1126/science.
1139426.

Teng, H., and G. Branstator (2010), Initial‐value predictability of promi-
nent modes of North Pacific subsurface temperature in a CGCM, Clim.
Dyn., 36, 1813, doi:10.1007/s00382-010-0749-7.

von Storch, H., and F. W. Zwiers (1999), Statistical Analysis in Climate
Research, 484 pp., Cambridge Univ. Press, Cambridge, U. K.

C. M. Bitz and E. Blanchard‐Wrigglesworth, Department of Atmospheric
Sciences, University of Washington, Seattle, WA 98195‐1640, USA. (ed@
atmos.washington.edu)
M. M. Holland, National Center for Atmospheric Research, Boulder, CO

80307‐3000, USA.

BLANCHARD‐WRIGGLESWORTH ET AL.: ARCTIC SEA ICE PREDICTABILITY L18503L18503

5 of 5



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


