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ABSTRACT

Regional extratropical tropospheric variability in the North Pacific and eastern Europe is well correlated with

variability in the Northern Hemisphere wintertime stratospheric polar vortex in both the ECMWF reanalysis

record and in the Whole Atmosphere Community Climate Model. To explain this correlation, the link between

stratospheric vertical Eliassen–Palm flux variability and tropospheric variability is analyzed. Simple reasoning

shows that variability in the North Pacific and eastern Europe can deepen or flatten the wintertime tropospheric

stationary waves, and in particular its wavenumber-1 and -2 components, thus providing a physical explanation

for the correlation between these regions and vortex weakening. These two pathways begin to weaken the upper

stratospheric vortex nearly immediately, with a peak influence apparent after a lag of some 20 days. The in-

fluence then appears to propagate downward in time, as expected from wave–mean flow interaction theory.

These patterns are influenced by ENSO and October Eurasian snow cover. Perturbations in the vortex induced

by the two regions add linearly. These two patterns and the quasi-biennial oscillation (QBO) are linearly related

to 40% of polar vortex variability during winter in the reanalysis record.

1. Introduction

Much recent work has shown that ENSO has an effect

on the polar vortex. Sassi et al. (2004) forced a general

circulation model (GCM) with observed sea surface

temperatures (SSTs) from 1950 to 2000 and found that

the warm phase of ENSO (WENSO) leads to a signifi-

cantly warmer polar stratosphere. The effect was more

pronounced in late winter to early spring. Manzini et al.

(2006) and Garcı́a-Herrera et al. (2006) noted that ENSO’s

North Pacific teleconnections propagate to the strato-

sphere. Taguchi and Hartmann (2006) forced a GCM

with perpetual January conditions under both WENSO

and cold phase of ENSO (CENSO) SST conditions in the

Pacific and found more sudden stratospheric warmings,

more midlatitude zonal wavenumber-1 (hereafter, wave-1),

and a more disturbed vortex under WENSO than CENSO

conditions. Limpasuvan et al. (2005a) found that in ob-

servations, the North Pacific teleconnection typically

associated with CENSO leads to vortex intensification.

Garfinkel and Hartmann (2007) and Camp and Tung

(2007b) demonstrated statistical significance of the

ENSO effect on the polar vortex in the reanalysis re-

cord. Garfinkel and Hartmann (2008, hereafter GH08)

showed that the main mechanism through which ENSO

modulates the vortex is by its characteristic extratrop-

ical teleconnection, which closely resembles the Pacific–

North America (PNA) pattern. In particular, GH08

showed that ENSO modifies the wave-1 geopotential

height field in the troposphere in such a way that wave-1

height and Eliassen–Palm (EP) flux are increased in

WENSO’s characteristic teleconnection relative to

CENSO’s characteristic teleconnection. Ineson and Scaife

(2009) find that this pathway is important for ENSO’s

effect on European climate. It is now well established

that WENSO weakens the winter stratospheric polar

vortex.
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A series of papers, beginning with Cohen and Entekhabi

(1999), has connected October Eurasian snow cover,

the Siberian high in November, and variability in the

December and January polar vortex. A summary of ear-

lier work can be found in Gong et al. (2007). Snow di-

rectly affects only the lower troposphere overlying the

region of the snow anomaly, however, and the pathway

through which anomalous snow cover affects the non-

local circulation has been an open question (see Cohen

et al. 2005; Limpasuvan et al. 2005b). Recently, Fletcher

et al. (2009) found that the diabatic cooling from the

snow causes local isentropic surfaces to dome upward.

In much the same way that a mountain causes an up-

stream high and downstream low, the domed isentropic

surfaces owing to the snow induce an upstream high

(extending to Europe) and a downstream low (stretch-

ing all the way to the date line). These features, and

in particular the northwestern Pacific low, propagate

upward into the stratosphere. Hardiman et al. (2008)

showed how details of the geographic location of the

downstream low over the northwestern Pacific impact

a model’s ability to simulate the effect on the polar

vortex of October snow. For the purposes of this arti-

cle, we assume that a high upstream (extending to east-

ern Europe) and a low downstream (extending to the

northwestern Pacific) are associated with Eurasian snow

cover anomalies.

The quasi-biennial oscillation (QBO) also affects the

polar vortex. Holton and Tan (1980) first noted that the

zonal mean geopotential height at high latitudes is sig-

nificantly lower during the westerly phase of the QBO at

50 hPa than during the easterly phase. Since then, many

modeling-based studies (Hampson and Haynes 2006;

Pascoe et al. 2006; Naito and Yoden 2006) and data-based

studies (Ruzmaikin et al. 2005; Garfinkel and Hartmann

2007) have analyzed the effects the QBO has on the

polar vortex and, at the level of detail discussed in this

paper, reached similar conclusions. Although the QBO

is outside the main focus of this article, we will briefly

discuss it.

Our investigation will center on how tropospheric

anomalies generated by ENSO or October Eurasian

snow anomalies, or any other process such as blocking

(Martius et al. 2009), can weaken the vortex. Section 2

introduces the data and diagnostics. Section 3 motivates

section 4, which provides a physical mechanism through

which tropospheric anomalies can propagate upward to

the vortex. Sections 5–8 explore implications.

2. Data and diagnostic tools

The 1200 UTC data produced by the European Cen-

tre for Medium-Range Weather Forecasts is used. The

40-yr ECMWF Re-Analysis (ERA-40) dataset is used

for the first 45 years (Uppala et al. 2005), and the anal-

ysis is extended by using operational ECMWF Tropical

Ocean and Global Atmosphere (TOGA) analysis. All

relevant data from the period September 1957 to August

2007 are included in this analysis, yielding 50 years of

data. Randel et al. (2004) found that the ERA-40 data is

increasingly inaccurate above 10 hPa; here we show all

levels.

We also use a 126-yr simulation of the Whole Atmo-

sphere Community Climate Model (WACCM), version

3.5, to further support results from the ECMWF data.

The horizontal resolution is 1.98 latitude 3 2.58 longi-

tude with 66 levels in the vertical from the ground up to

;140 km. The physics and chemistry in the middle at-

mosphere are identical to version 3.0 described in Garcia

et al. (2007). The tropospheric convection is upgraded

compared to 3.0 to include a new treatment of the di-

lution of entrainment in convection (Neale et al. 2008)

and of the convective momentum transport (Richter

and Rasch 2008). The WACCM is run as the atmo-

spheric component of the National Center for Atmo-

spheric Research (NCAR) Community Climate System

Model (CCSM) (Collins et al. 2006). In this configura-

tion, the model interacts with the land, a full depth ocean

(which generates an ENSO-like phenomenon), and a

sea ice model. The simulation is a time-slice run with

chemical composition corresponding to 1995, spectrally

varying solar changes, following Marsh et al. (2007),

and an imposed QBO as prescribed by the Climate–

Chemistry Model (CCM) evaluation activity (data are

available online at http://www.pa.op.dlr.de/CCMVal/

Forcings/CCMVal_Forcings_WMO2010.html) for the

World Meteorological Organization ozone assessment.

The simulation used in GH08 did not have a QBO and

had prescribed sea surface temperatures (and thus a

prescribed ENSO). Except where indicated, the hybrid

sigma/pressure vertical coordinate is converted into a

pressure coordinate before any analysis is performed.

The anomalous polar cap geopotential height area

averaged from 708N poleward1 and 3 to 30 hPa (24.5 to

40.7 km in our logp scaling) is used as the index for polar

vortex strength [hereafter vortex strength index (VSI)].

Anomalously low heights indicate a stronger vortex.

This index is computed both for daily anomalies (the

anomalies are computed as deviations from that calen-

dar date’s climatology, after a ninth-order 30-day cutoff

low-pass Butterworth filter has been applied to smooth

1 A few figures were created using 658N as the southern latitude,

which maximizes the correlation with the NAM in Baldwin and

Thompson (2009); the differences were minute.
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the climatology) and monthly anomalies (the anomalies

are computed as deviations from that calendar month’s

climatology). As in GH08, the QBO is the ECMWF

area-averaged zonal wind from 108S to 108N at 50 hPa,

which closely resembles the QBO phase that most strongly

affects the early winter vortex (Anstey and Shepherd

2008). The Eurasian snow cover data is from Brown

(2000) for 1957 to 1997 (available online at ftp://sidads.

colorado.edu/DATASETS/NOAA/G02131/time_series_

sce_swe.txt) and from Rutgers University for 1967 to 2007

(available online at http://climate.rutgers.edu/snowcover/

table_area.php?ui_set51andui_sort50). In the overlap

period from 1967 to 1997 we use an equally weighted

sum of the two. The correlation between our index and

the index in Cohen et al. (2007) from 1966 to 2004 is 0.85.

Indices of geopotential height in the troposphere will

be defined in section 4. The Niño-3.4 index from the

Climate Prediction Center (CPC)/National Centers for

Environmental Prediction (NCEP) (available online at

http://www.cpc.noaa.gov/data/indices/sstoi.indices) is used

in section 8 as our ENSO index. All indices are defined

such that all correlations between the various indices are

positive.

Outside of sections 4a and 4c (where we discuss phys-

ical mechanisms), we compute correlations between time

series. The time series exhibit autocorrelation, so the

number of degrees of freedom (DOFs) used in tests

for significance is less than the number of days of data

available. To account for this, we compute the DOFs

for each index involved in a given correlation (following

Bretherton et al. 1999) and then assign the smallest

DOFs of the constituent indices making up that cor-

relation as the DOFs for that correlation.

Three diagnostics are used in section 4: EP flux dia-

grams, wave-1 and wave-2 height variance diagrams, and

height on a pressure surface. A full description of how

these are calculated is in GH08. For the EP flux, the

anomaly from the zonal mean for u, T, v, and y of

the daily 1200 UTC ECMWF data is taken. The zonal

Fourier cross-spectrum is used to compute the wave-1

and wave-2 components of y9u9, v9u9, and y9u9. These

covariances are then used to compute the EP flux vec-

tors using the equations from Vallis (2006, p. 537) and

Andrews et al. (1987, p. 128). For section 4a, daily anom-

alies are computed as deviations from that calendar date’s

climatology, after a ninth-order 30-day cutoff low-pass

Butterworth filter has been applied to smooth the cli-

matology. For section 4c, we create monthly anomalies

as follows. A monthly average of the daily EP flux is

computed for each month. The annual cycle is computed

by averaging over each calendar month, and the annual

cycle is then subtracted from the raw EP fluxes to pro-

duce the anomalous EP fluxes. A Monte Carlo test is

used to establish significance between different com-

posites of the anomalous EP flux. If either component of

the EP flux is significantly different between the two

phases, the point is shaded gray. The EP flux vectors are

scaled such that plotted vectors should appear divergent

when they are.

Diagrams of wave-1 and wave-2 variance of geopotential

height are also shown. The power spectrum is the de-

composition by wavenumber of the total variance; thus,

a plot of the wave-1 or wave-2 component of the power

spectrum shows the variance for each wavenumber. The

wave variance, rather than the actual amplitude, is plot-

ted because of the relationship between the total vari-

ance of the streamfunction and the EP flux for Rossby

waves on a b plane with constant static stability and

uniform zonal flow (see Vallis 2006, p. 300, and Andrews

et al. 1987, p. 188). Like the EP flux, the wave variance

is computed from the daily ECMWF data, averaged

into monthly means, and then has the climatology re-

moved. The wave variance is multiplied by the density

before plotting. A Monte Carlo test is used to test for

significance between different composites, and signif-

icant regions are shaded. For both EP flux diagrams

and wave variance diagrams, the difference between

the 20 most extreme months of each phase of a given

index is plotted.

A last diagnostic used is the wave-1, wave-2, and all-

wave pattern of anomalous geopotential height as com-

pared to climatology. These are produced by regressing

relevant indices against a zonal Fourier decomposition of

geopotential height. This allows one to visually connect

the full pattern of variability associated with a given index

to the wave-1 and wave-2 pattern it sets up and to then

compare the anomalies in wave 1 and wave 2 to the cli-

matological wave 1 and wave 2. If the anomalies in tro-

pospheric wave 1 and wave 2 on a pressure level are in

(out of) phase with the climatology, we expect an increase

(decrease) in EP flux and height variance.

3. Tropospheric precursors of vortex weakening

We begin by objectively searching for tropospheric

anomalies well correlated with vortex weakening. To

do this, we compute the difference in VSI between each

day and 10 days later;2 positive (negative) values of this

index mark vortex weakening (intensification). We then

take the correlation of this vortex weakening index (VWI)

with the time series of daily November–February (NDJF)

anomalous (i.e., deviation from the 30-day smoothed

2 Sensitivity to the choice of 10 days, as opposed to fewer or more

days, was explored without qualitatively affecting the results.
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climatology for that day and location) geopotential

height at every grid point in the midtroposphere.3 This

method pinpoints those locations in the troposphere

in NDJF that were associated with a weakening or

strengthening polar vortex. The tropospheric geopotential

height is low-pass smoothed with a 6-day cutoff ninth-

order Butterworth filter to remove synoptic variability;

including synoptic variability does not qualitatively af-

fect our results.

Figure 1a (Fig. 1b) shows the correlation of the 500-hPa

(hybrid sigma-pressure level 0.510, which is near 500 hPa

away from extreme topography) heights with the vortex

weakening index in the reanalysis (WACCM). Three

centers of a central Pacific Rossby wave train4 and a high

over eastern Europe, appear to weaken the vortex in

both the model and in the reanalysis. The tropospheric in-

fluence (especially the high over eastern Europe) seems

weaker in WACCM than in the reanalysis but, overall,

the two agree.

These significant correlations motivate the following

specific questions:

1) Can simple reasoning explain why tropospheric

anomalies in these two regions would weaken the

vortex? What is the time scale for this influence? Are

these two regional anomalies important pathways

through which ENSO and Eurasian snow cover af-

fect the vortex? Do these regional anomalies affect

the vortex more strongly in early winter or in late

winter? See sections 4, 5, 6, and 7 respectively.

2) Do perturbations of the vortex associated with east-

ern European variability and North Pacific variability

add linearly? Specifically, is the vortex at its weakest

when heights over the North Pacific and eastern Eu-

rope are both in a phase that independently would

act to weaken the vortex? Camp and Tung (2007a)

found that the vortex was little different between east-

erly and westerly QBO under solar maximum con-

ditions, and also between solar minimum and solar

maximum under easterly QBO conditions; does a

similar nonlinearity exist when these two tropospheric

pathways are examined? See section 8.

3) Matsuno (1970) explained how planetary-scale waves

in the troposphere can propagate upward and mod-

ulate the polar vortex. But the polar vortex has in-

ternally generated variability that is present even with

constant tropospheric forcing (Holton and Mass 1976;

Scott and Haynes 2000; Scott and Polvani 2006; Gray

et al. 2003). How much of the observed variability in

FIG. 1. Tropospheric precursors of vortex weakening: (a) correlation of 500-hPa daily anomalous heights with the

vortex weakening index (the difference in VSI from day n to day n 1 10) in NDJF in the ECMWF data and (b)

identical to (a) but for the WACCM using height at the model’s sigma-pressure level 0.510. Significant regions using

a Student’s two-tailed t test with a 95% significance level are shaded.

3 Looking at tropospheric geopotential height halfway through

the 10-day interval, or a couple of days before the 10-day interval

starts, indicates that these anomalies propagate slowly westward

with time, like large-scale Rossby waves; overall, the centers found

below still dominate. These centers also dominate composites of

the 100 most intense vortex weakening and strengthening days.
4 The variance of the VWI explained by the subtropical Pacific

and Canadian highs in this wave train overlaps strongly with the

variance of the VWI explained by the North Pacific low; in the rest

of the paper, we focus on the North Pacific low exclusively.
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the polar vortex is coherent with variability in the

troposphere and with the QBO? See section 8.

4. Connection between regional and
planetary-scale tropospheric variability

a. Our explanation

We now offer a dynamical explanation of how vari-

ability in the North Pacific and eastern Europe can af-

fect the vortex: regional high or low height anomalies in

these locations can constructively and destructively in-

terfere with the climatological planetary waves and thus

affect stratospheric EP flux. We know that the vortex is

weakened climatologically by breaking planetary waves

(Matsuno 1970) and that EP fluxes are proportional to

the product of velocity and temperature perturbations,

thus potentially quadratic in wave amplitude (Andrews

et al. 1987, p. 188, 231, and Dunkerton et al. 1981). We

show here that anomalies collocated with the climato-

logical zonal asymmetries strongly affect wave-1 and

wave-2 EP flux. We then search for regions that enhance

both wave-1 and wave-2 EP flux and then compare these

regions to the regions identified in section 3. In section

4c, we focus specifically on these regions.

Our first step is to understand how tropospheric

variability affects EP flux in the lower stratosphere.

Climatological zonal asymmetries in height are associ-

ated (under a series of assumptions) with wave-1 and

wave-2 EP flux (see Andrews et al. 1987, p. 188, 231, and

Dunkerton et al. 1981), which can propagate upward

and weaken the vortex. Figures 2a and 2b show the cli-

matological wave-1 and wave-2 components of the height

field for NDJF (Fig. 2d shows the full climatological eddy

height field from which the wave-1 and wave-2 compo-

nents are derived). These wave-1 and wave-2 height field

asymmetries, produced by the orographic and thermal

forcing of the Northern Hemisphere, are linked with the

EP flux that weakens the vortex in the climatology. An

increase in the magnitude of these asymmetries is ex-

pected to quadratically increase EP flux. Anomalies that

are in phase, and thus constructively interfere, with the

climatological asymmetries are most effective in deepen-

ing them. We therefore test whether regional variability

that lies in phase with, and thus enhances the magnitude

of, climatological wave-1 and wave-2 height leads to

increased EP flux.

We test this by creating composites of the 100 days

with the most negative and most positive anomalous

wave-1 (wave-2) vertical EP flux at 70 hPa (500 hPa)

area averaged from 358N and poleward in NDJF in the

ECMWF data. We then examine geopotential height

anomalies at 500 hPa at every gridpoint two days before

the maximum in EP flux at 70 hPa (results are similar if

a lag of one or three days is used) and simultaneous with

the maximum in EP flux at 500 hPa. In this way, we

isolate the tropospheric anomalies that typically precede

wave-1 (wave-2) EP flux anomalies. We then take the

difference in height field between the composite of the

most negative and the most positive anomalous EP flux

and plot it in Fig. 3. Figure 3 shows that wave-1 (wave-2)

EP flux is significantly modulated (for the 500-hPa EP

flux significance exceeds 99.99%) by a wave-1 (wave-2)

pattern of extratropical height anomalies. A compar-

ison of Fig. 3 and Figs. 2a,b shows that the tropospheric

anomalies that lead to enhanced wave-1 (wave-2) EP

flux are collocated with the climatological wave-1

(wave-2) zonal asymmetries. These results imply that

tropospheric height anomalies that constructively in-

terfere with the climatological planetary waves sig-

nificantly affect wave-1 and wave-2 vertical EP flux

in the lower stratosphere, supporting our dynamical

argument.

We now return to our original question: why are North

Pacific and eastern European tropospheric anomalies

well correlated with vortex weakening? A close ex-

amination of Figs. 2a,b shows that climatological wave-1

and wave-2 are both low over the northwestern Pacific

and high over eastern Europe; thus, anomalies that

reinforce these climatological asymmetries will most

likely5 weaken the vortex. A slightly more quantitative

approach is to low-pass filter the full eddy height field,

in Fig. 2d, and note where highs and lows appear. We

apply a ninth-order Butterworth filter with a cutoff that

allows almost all wave-2 to pass through but very little

wave-3 or higher to pass through to generate Fig. 2c.

Climatological low wavenumber tropospheric asymmet-

ries are strongest over the North Pacific and over eastern

Europe; thus, anomalies in these locations are expected

to affect the vortex.

Figure 4 is analogous to Fig. 2 but for the WACCM

data. As in Fig. 2c, an enhanced low over the North

Pacific will enhance tropospheric wave-1 and wave-2

heights. In Fig. 4c, the high that was more confined to

eastern Europe now weakens and spreads into the

Atlantic Ocean and Siberia. Thus, we might not expect

the eastern European high to have quite as strong an

effect in WACCM as in the reanalysis. Overall, though,

WACCM has realistic tropospheric stationary waves

(i.e., realistic orography and land–sea contrast). This

5 As section 8 will show, much vortex variability is not linearly

related to North Pacific and eastern European variability. In par-

ticular, variability external to these two can mask the effect of the

two, and the vortex may not actually weaken even with a low over

the North Pacific and a high over eastern Europe.
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similarity between the tropospheric planetary waves

leads to the similarity between Figs. 3a and 3b of the

regional tropospheric anomalies best correlated with

weakening of the vortex.

Climatological eddies are enhanced by a low over the

northern Pacific, where the climatological wave 1 and

wave 2 are both low, and by a high over eastern Europe,

where climatological wave 1 and wave 2 are both high.

When anomalies reinforce the climatological eddies, the

wave driving of the vortex from the troposphere is ex-

pected to increase. Although modeling will be necessary

to explore more fully this linear interference mechanism

(e.g., Smith et al. 2010, manuscript submitted to J. Cli-

mate) we argue that this mechanism can explain why

strong anomalies in these two locations are well corre-

lated with vortex weakening in Fig. 1.

b. The AlI and EEI

Before we provide further causal evidence linking re-

gional height variability and vortex variability, we create

indices at the two locations where Figs. 1, 2c, and 4c have

strong zonal asymmetries. A monthly and daily index of

FIG. 2. Climatological (a) wave-1 and (b) wave-2 and (c) low-wavenumber and (d) all-wavenumber height fields

in the ECMWF data at 500 hPa. Large anomalies are shaded to ease viewing. Contour intervals are 32 m for (a) and

(b), 48 m for (c), and 64 m for (d).
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the anomalous 500-hPa geopotential height at 558N,

1758E, hereafter the Aleutian low Index (AlI),6 and at

608N, 408E, hereafter the eastern European Index (EEI),

are created so as to track temporal variability at each

location. Anomalies for the monthly indices are com-

puted as deviations from that calendar month’s clima-

tology, and anomalies for the daily indices are computed

as deviations from climatology after a 30-day smoother

has been applied to the daily climatology. The correla-

tion of the monthly (daily) EEI with the AlI in NDJF is

20.05 (20.01), so the indices are independent of each

other. Both indices are defined such that the positive

FIG. 3. Tropospheric height composited by anomalous wave-1 and wave-2 EP flux. The difference in 500-hPa

daily anomalous heights between the 100 days with the most negative and positive wave-1 EP flux at (a) 500 and (c)

70 hPa. (b),(d) As in (a),(c) but for the wave-2 EP flux. Significant regions using a Student’s two-tailed t test at the

95% significance level are shaded. No smoothing is applied to either index. To ease viewing, the lower latitude used

here differs from the lower latitude used in other figures in this paper. Degrees of freedom are reduced by including

all days that fall within a 5-day span as one degree of freedom. The contour interval is 50 m.

6 Section 4c will discuss the precise longitudinal position for the

North Pacific low that most strongly affects the vortex.
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phase results in a weaker vortex. This phase is denoted

the ‘‘W’’ phase; the phase that cools and strengthens the

vortex is denoted the ‘‘C’’ phase.

Both AlI and EEI have very low autocorrelation from

month to month. For example, the lag-1 month autocor-

relation of the Niño-3.4 index over the months of NDJFM

is 0.97, whereas the EEI’s and AlI’s lag-1 month auto-

correlation is 0.11. These small autocorrelations mean

that every month’s EEI and AlI is nearly statistically

independent.

In GH08, the effect of the PNA on the vortex was

examined. Here we focus exclusively on the North Pa-

cific low component of the PNA because the North

Pacific, more than the other centers, lies closest to a

minimum (or maximum) of the climatological planetary

wave pattern. The correlation of the monthly AlI in

NDJF with the VSI lagged one month later is 0.26, which

is slightly higher than the correlation of the vortex with

the PNA index as defined by the CPC/NCEP used in

GH08 (0.20). The correlation between the PNA and the

AlI is 0.62.

c. Mechanism for North Pacific and eastern
European apparent influence

In this subsection, we provide more causal evidence

that variability of the AlI and EEI leads to altered wave

FIG. 4. As in Fig. 2 but for WACCM.
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driving of the vortex. Monthly mean data are used. The

first diagnostic used to study how the EEI affects the

vortex is the geopotential height at 500 hPa along with

its wave-1 and wave-2 components (Figs. 5a–c), as com-

pared to climatological wave-1 and wave-2 (Figs. 2a,b).

The first diagnostic is generated by regressing the

EEI against the 500-hPa heights. The other diagnos-

tics are wave-1 and wave-2 EP flux and height variance

(Figs. 6a,b and 7a,b), which are obtained by calculat-

ing the difference between the 20 biggest positive and

negative extremes in the EEI. The wave-1 anomaly

associated with the EEI is mostly in quadrature with

climatology, but wave 2 is in phase with climatology

in WEEI and out of phase with climatology in CEEI.

Wave-2 EP flux and height variance (Figs. 7a,b) are

significantly increased in WEEI relative to CEEI, weak-

ening the vortex. Wave 1 (Figs. 6a,b) does very little to

change the vortex in WEEI relative to CEEI. We find

that the net effect of an enhanced high over eastern

Europe (i.e., the WEEI phase) is significantly enhanced

EP flux convergence at the vortex, consistent with our

physical mechanism.7

The second regional pathway is an Aleutian low. See

Figs. 5d–f for the wave-1, wave-2, and all-wave eddy heights

regressed against the AlI; these are to be compared to

climatological wave-1 and wave-2 (Figs. 2a,b). The wave-1

anomaly in WAlI (CAlI) is in phase (out of phase) with

climatology. In contrast, the wave-2 anomaly is largely in

quadrature with the climatological wave-2 field. Wave-1

EP flux and height variance (Figs. 6c,d) are significantly

increased in WAlI relative to CAlI. Wave-2 EP flux and

height variance (Figs. 7c,d) is significantly reduced and

anomalous divergence of wave-2 EP flux occurs at the

FIG. 5. Tropospheric state obtained by regressing 500-hPa heights against the (top) eastern European (608N, 408E) and (bottom)

Aleutian (558N, 1758E) indices: (a),(d) total (i.e., all-wave), (b),(e) wave-1, and (c),(f) wave-2 heights. Amplitudes represent a one

standard deviation anomaly in height. Large anomalies are shaded to ease viewing. The last closed contour in (a) is at 80 m and in (d)

at 2100 m; contour intervals are (a),(d) 20 m and (b),(c),(e),(f) 10 m.

7 We investigated how lower stratospheric winds affect the

propagation of the eastern European signal to the mid and upper

stratosphere in the daily data but found no significant difference in

the modulation of the vortex by eastern European variability for

any of the many configurations of the lower stratospheric zonal

winds examined.
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vortex, but the wave-1 convergence overwhelms the wave-2

divergence so that total EP flux convergence at the vortex

is increased in the WAlI composite relative to CAlI com-

posite, also consistent with our physical mechanism.

The longitudinal position of the North Pacific low that

is expected to most strongly affect the vortex in Figs. 2c

and 4c differs slightly from the longitude of maximum

correlation in Fig. 1. In particular, a low near the date

FIG. 6. Wave-1 EP flux and height variance associated with the 20 largest anomalies in the (top) eastern European

and (bottom) Aleutian features. Regions with significant EP flux are shaded, the divergence of the EP flux is in units

of m s21 day21, and EP flux arrow lengths are multiplied by a factor of 5 above 100 hPa to be visible in the

stratosphere. A reference arrow for the stratosphere is located in the top left corner of the plot; its vertical component

is 1.0879 3 105 kg s22 and horizontal component is 1.25 3 107 kg s22. Twenty months are in each composite. The

1-hPa and 1000-hPa levels are excluded. The height variance is in units of m2 and has been multiplied by the basic-

state density. Significantly positive (negative) regions at the 95% level are shaded light gray (dark gray).
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line, not near Russia, is best correlated with vortex weak-

ening. To study why northwestern Pacific variability has

a slightly lower correlation with the vortex than Aleutian

low variability, we index northwestern Pacific variability

with the anomalous geopotential height at 558N, 1308E;

create the three diagnostics in Figs. 5–7 (not shown); and

compare them to the same three diagnostics for the AlI.

As might be expected from Figs. 2a,b, the wave-1 (wave-2)

anomaly associated with a northwestern Pacific low is

weaker (stronger) than for the AlI. Although wave-2

EP flux convergence at the vortex is slightly greater for

an enhanced northwestern Pacific low than for the AlI,

wave-1 EP flux, which substantially weakens the vortex

during a deep Aleutian low, has only a moderate effect

on EP flux convergence at the vortex for a northwest-

ern Pacific low. The vortex is sensitive to the total (i.e.,

all-wave) EP flux convergence at the polar vortex, so

a small divergence from wave 2 can be outweighed by

FIG. 7. As in Fig. 6 but for wave-2 EP flux and height variance.
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the very large convergence from wave 1; thus, a low over

the central Pacific appears more effective in weakening

in the vortex. Nonetheless, an enhanced low anywhere

over the central and western North Pacific is expected

to increase EP flux convergence at the vortex. Although

simplified modeling will be necessary to prove that the

AlI and EEI affect the vortex by constructively in-

terfering with the climatological planetary wave field,

we believe that this mechanism can explain much of the

correlation in Fig. 1.

5. Time scale of vortex anomalies

Now that we have established a physical mechanism

by which regional tropospheric anomalies can affect the

vortex, we explore implications in the remainder of this

article. In this section, we show that the EEI and AlI

appear to affect the vortex in line with expectations from

wave–mean flow interaction; namely, vortex anomalies

grow and then appear to propagate downward with time.

Because the EP flux integrated over at least a few prior

weeks determines the state of the vortex at a given time

(Polvani and Waugh 2004), we compute lagged cor-

relations of the smoothed AlI and EEI with the vortex

to better isolate the time scale of the wave–mean flow

interaction.

The procedure is as follows. We first compute the

daily EEI, AlI, QBO, and 708N and poleward polar cap

height at every level, and then smooth them with a ninth-

order 30-day cutoff low-pass Butterworth filter. We then

generate a daily climatology of the smoothed data and

compute daily anomalies from the day’s climatology.

Finally, we compute the lagged correlations between

the anomalous EEI, AlI, and QBO in NDJF with the

anomalous vortex strength at all levels from 0 to 90 days

later. In this way, we explore how anomalies in the

troposphere and QBO manifest themselves as down-

ward propagating events in the stratosphere. Because

we smooth the indices, we only assign one and a half

degrees of freedom per year [one and a half degrees of

freedom per winter follows Bretherton et al. (1999)].

The effect of varying the cutoff on the Butterworth filter

was examined, without too much qualitative effect on

the results below.

Figures 8a and 8c show the lagged correlation of the

vortex strength at every level with the AlI and EEI in the

ECMWF data, and Fig. 8b shows the same for the AlI in

the WACCM. For both AlI and EEI, the upper strato-

spheric polar vortex appears to weaken nearly imme-

diately. The AlI correlation with the vortex in ECMWF

peaks 20 days after the Aleutian low peaks and the peak

correlation propagates downward on the time scale of

a few weeks. The EEI is well correlated with the vortex

some 20 days later and shows a similar downward prop-

agation. The EEI appears to influence the lower strato-

spheric vortex for much longer than the AlI, but we do

not understand why (the similar figure for WACCM

does not show such a long-lasting influence). The QBO

(see Fig. 8d) is significantly correlated with the vortex

but shows no time lag as the QBO has a much longer

time scale. The ostensibly downward propagation for

the EEI and AlI resembles that found in Baldwin

and Dunkerton (1999), Limpasuvan et al. (2004), Kuroda

and Kodera (1999), and Reichler et al. (2005).

6. ENSO and October Eurasian snow

We now connect our results from section 4 with ENSO

and Eurasian snow cover. Monthly mean data is used

throughout.

a. ENSO

A deeper Aleutian low is part of the characteristic

extratropical pattern associated with anomalous convec-

tion during WENSO (Horel and Wallace 1981; Hoskins

and Karoly 1981). We now examine, in the ECMWF

data, whether the Aleutian low is an important mech-

anism through which ENSO affects the vortex. To do

this, we use regression to remove the shared variance

between the AlI and the January and February VSI

[VSIresid 5 VSI 2 RAlI,VSIAlI; January and February are

the months when Sassi et al. (2004) and Manzini et al.

(2006) found a maximum in the ENSO influence on the

midstratosphere] and then correlate ENSO with the

residual VSI. The variance of the vortex explained (in

a linear sense) by ENSO drops by half once the variance

associated with the Aleutian low is removed. Much of

the influence of ENSO on the January and February

vortex is associated with ENSO’s teleconnection.

The WACCM model run also shows that an important

mechanism through which ENSO modulates the vor-

tex is the AlI. We define an ENSO index as the average

temperature in the lowest sigma level over the Niño-3.4

region, and the AlI is identical to that used for the

ECMWF analysis (this Niño-3.4 is correlated with

WACCM’s AlI at the 0.22 level). We again use re-

gression to remove the shared variance between the

AlI and the January and February VSI (VSIresid 5

VSI 2 RAlI,VSIAlI) and correlate ENSO with the re-

sidual VSI. The correlation drops from 0.13 to 0.04.

Most of the correlation of ENSO with the January and

February vortex in WACCM is due to the ENSO tele-

connections. We conclude from both ECMWF and

WACCM data that the Aleutian low strength is a good

predictor of VSI and that ENSO contains little inde-

pendent information about the vortex.

15 JUNE 2010 G A R F I N K E L E T A L . 3293



b. October Eurasian snow

We now examine whether the October Eurasian snow

effect on the vortex in December and January could be

manifested through the EEI or the North Pacific. October

Eurasian snow is not well correlated with the AlI in early

winter. But October Eurasian snow is well correlated with

geopotential height over the northwestern Pacific (not

shown, but see Fletcher et al. 2009), and the northwestern

Pacific could be a conduit through which snow cover anom-

alies affect the vortex. Our Eurasian October snow index is

significantly correlated (0.40) with the eastern European

FIG. 8. Correlation of the North Pacific low (AlI), QBO, and eastern European (EEI) indices in NDJF with polar

cap heights lagged from 0 to 90 days later, as a function of height. Significant correlations at 95% using a one-tailed

Student’s t test are in gray. The WACCM data is plotted into the mesosphere.
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index in November and December. Such a correlation is

consistent with Cohen et al. (2001) and indicates that

part of the mechanism through which October Eurasian

snow might affect the polar vortex is an upstream high.

Finally, we test how much of the correlation of Oc-

tober Eurasian snow with the vortex is due to its coap-

pearance with the eastern European high, the QBO, and

the northwestern Pacific low. We use regression to remove

the shared variance between the December QBO, EEI,

and the northwestern Pacific low and the January VSI

(VSIresid 5 VSI 2 REEI,VSIEEI 2 RNWPac,VSINWPac 2

RQBO,VSIQBO) and correlate October Eurasian snow

with the residual VSI. The correlation drops from 0.34 to

0.18 (which is no longer significant). Most of the corre-

lation of October Eurasian snow with the January vortex

is due to the presence of the QBO, EEI, and northwest

Pacific low in December. By generating an upstream

high and downstream low that constructively interfere

with the stationary waves, October Eurasian snow anom-

alies appear to influence the vortex, contrary to the con-

clusions of Limpasuvan et al. (2005b).

7. Intrawinter variability

We now investigate whether the tropospheric anom-

alies best correlated with vortex anomalies change from

FIG. 9. As in Fig. 1 but for different halves of winter season: November–December for (a) ECMWF and

(b) WACCM; January–February for (c) ECMWF and (d) WACCM.
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early to late winter. Figure 2 (the climatological zonal

asymmetries) is very similar for each calendar month,

and thus we do not show it for individual months. Be-

cause Fig. 2 changes so slightly between the different

months, we expect that the tropospheric anomalies most

strongly correlated with the VWI are the same all winter

long. We test this by recreating Fig. 1 for the combination

of November and December (early winter; Figs. 9a,b)

and January and February (late winter; Figs. 9c,d). Al-

though subtle differences do exist between Figs. 1 and 9,

the same overall pattern, and the AlI and EEI, appear.

An important caveat to our finding that early and late

winter are similar needs to be mentioned. We repeated

this analysis using monthly mean ECMWF data and

found that the troposphere, and especially the EEI,

seems more strongly related to the early to midwinter

vortex than the late winter vortex.8 We are more con-

vinced by our results from correlating daily tropospheric

data with the VWI, however, because it maximizes the

degrees of freedom available from the short observa-

tional record. Thus, we find that the vortex reacts simi-

larly to early winter and late winter tropospheric

variability; as more observational data becomes avail-

able, however, this question will merit revisiting.

8. Linearity in combining the AlI and EEI

We now examine whether perturbations in vortex

weakening due to the AlI and EEI add linearly. All

days in the record are grouped into the four possible

composites based on the value of the AlI and EEI (the

composites are WAlI/WEEI, WAlI/CEEI, CAlI/WEEI,

and CAlI/CEEI; neutral days are discarded, but the

composites with neutral days are included in Table 1

as they also exemplify linearity). The mean VWI is

then computed for each of these four composites (see

Table 1). Each of these four composites is significantly

different from the other three at the 95% level except

for the diagonal comparison of WEEI/CAlI to CEEI/

WAlI. The effect of the EEI is just as significant in any

AlI phase, and the effect of the AlI is just as significant in

any EEI phase. Camp and Tung (2007a) found that the

QBO and solar cycle perturbations of the vortex add

nonlinearly, but for the AlI and EEI we find no such

nonlinearity.

Finally, we demonstrate that, on seasonal time scales,

the AlI, EEI, and QBO are statistically independent and

covary with a significant portion of the variability of the

polar vortex. We do this by computing NDJF seasonal

averages of the AlI, EEI, and QBO indices for each year

and then correlating each index with a DJFM seasonal

average of the VSI. We then compute multiple re-

gressions of the three with the VSI. By comparing the

multiple regression coefficients to the individual corre-

lations, we can measure how statistically independent

each predictor is from the other two in explaining vortex

variability.

Table 2 shows the correlation coefficients. The AlI,

QBO, and EEI all are well correlated with the vortex.

For WACCM, we also examine the difference between

early winter and late winter variability for all three in-

dices, and no intraseasonal difference is significant at the

95% level (not shown). A smaller fraction of vortex

variability is correlated with these three indices in

WACCM than in ECMWF, consistent with Fig. 1.

We now perform multiple regression of the AlI, QBO,

and EEI with the vortex. Four different multiple re-

gressions are performed (AlI/QBO, EEI/QBO, EEI/

AlI, and EEI/QBO/AlI), and the multiple regression

coefficients with the VSI for these combinations are in

Table 3. The individual regression coefficients for the

AlI and EEI are 0.46 and 0.27. If the AlI and EEI were

to contain entirely independent information on the VSI,

then the multiple regression coefficient would be
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0.462 1 0.272
p

5 0.537. The actual multiple regression

coefficient is 0.525; this implies that AlI and EEI contain

TABLE 1. Mean vortex weakening for nine different composites

of the EEI and AlI. Units are standard deviations of the vortex

weakening index. The top left cell gives the mean normalized

vortex weakening for the WAlI/WEEI composite, the top right cell

gives the vortex weakening for WAlI/CEEI, etc.

Linearity of vortex weakening

WEEI No EEI CEEI

WAlI 0.43 0.07 20.03

No AlI 0.26 20.02 20.10

CAlI 20.11 20.30 20.36

TABLE 2. Correlation coefficients of wintertime indices with the

VSI. The first number is the correlation between the VSI and the

relevant index; the middle number, the probability at which this

correlation is significantly different from zero as given by a Stu-

dent’s t test; and the last number, the degrees of freedom.

Correlation of individual patterns with VSI

Source AlI QBO EEI

ECMWF 0.46; 0.999; 47.2 0.42; 0.962; 16.0 0.27; 0.974; 47.2

WACCM 0.16; 0.962; 120.6 0.21; 0.916; 44.9 0.17; 0.975; 124.2

8 In the WACCM monthly mean data, however, the troposphere’s

apparent impact on the early and late winter vortex is similar. The

only significant difference between adjacent calendar months for

either index is the difference between the effect of the AlI on the

March vortex relative to the February vortex.
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mostly independent information about vortex state. A

similar calculation can be performed for the AlI and

QBO; their statistical independence is even greater than

that between the AlI and EEI. The seasonal QBO and

EEI, however, are correlated so that the multiple re-

gression coefficient of the two is noticeably less than the

maximum possible correlation. Overall, however, each

of the three indices considered is fairly independent

from the other two. The multiple regression coefficients

suggest that 40% (0.642) of the total variance of the

vortex is related to these three indices.

9. Conclusions

The regional tropospheric anomalies that are best

correlated with vortex weakening are found to be those

that are in phase with (and thus amplify the magnitude

of) the climatological extratropical planetary waves,

strongly suggesting (though simplified modeling work is

certainly necessary) that regional anomalies that am-

plify the climatological stationary waves will, on aver-

age, affect the vortex. The two regional anomalies that

can most effectively modulate the vortex are the North

Pacific low and the eastern European high. A low over

the North Pacific tends to result in a dramatic increase in

wave 1 leaving the troposphere and converging at the

vortex, and a high over eastern Europe tends to result in

a dramatic increase in wave 2 leaving the troposphere

and converging at the vortex. A low over the north-

western Pacific (possibly associated with October Eur-

asian snow) has a similar, but weaker, effect than that of

a low over the central Pacific.

We do not mean to imply that these are the only pos-

sible tropospheric precursors of vortex variability. As

seen in Fig. 3, high height anomalies over the north-

eastern Pacific (as in January 2009) can lead to anoma-

lous wave-2 EP flux propagating up to the stratosphere

and, if the wave-2 EP flux anomaly is strong enough,

it can outweigh the lack of wave-1 EP flux. Similarly,

a high height anomaly in the Atlantic [like that pro-

duced by the blocks in Martius et al. (2009)] can en-

hance wave-1 EP flux sufficiently that the loss of wave-2

is overwhelmed. Such instances are rare, though: Figs. 1

and 2 indicate that the most common way of weakening

the vortex, and the most effective way of increasing the

magnitude of the planetary wave pattern (i.e., the way

to do it with the smallest anomaly), is to collocate an

anomaly in phase with the climatological planetary

wave pattern.

The tropospheric influence appears weaker in WACCM

than in the reanalysis. These patterns appear to weaken

the vortex in a manner consistent with the expectations

from wave–mean flow interaction. In particular, an east-

ern European high and North Pacific low appear to

weaken the upper stratospheric vortex shortly after the

anomaly at the surface, and the influence seemingly

propagates downward over the next month. No signif-

icant differences between early winter and late winter

are apparent. The dominant pathway through which

ENSO modulates the vortex is, ostensibly, its North Pa-

cific teleconnection. Most of the variance of the polar

vortex associated with October Eurasian snow can be

traced back to the northwestern Pacific, QBO, and east-

ern Europe.

Perturbations in the vortex induced by the two path-

ways add linearly. Combining the QBO with the Aleu-

tian low and the high over eastern Europe leads to a

highly significant nowcaster of the polar vortex strength.

Forty percent of the variance of wintertime polar vortex

appears to be associated with these three sources of

external variability. The remaining variance may be ex-

plained by the initial condition of the vortex, the lower

stratospheric state, internal stratospheric variability, or

other factors.
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