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ABSTRACT: A cyclostationary linear inverse model (CSLIM) is used to investigate the seasonal growth of tropical Pacific Ocean El Niño–Southern Oscillation (ENSO) events with canonical, central Pacific (CP), or eastern Pacific (EP) sea surface temperature (SST) characteristics. Analysis shows that all types of ENSO events experience maximum growth toward final states occurring in November and December. ENSO events with EP characteristics also experience growth into May and June, but CP events do not. A single dominant “ENSO mode,” growing from an equatorial heat content anomaly into a characteristic ENSO-type SST pattern in about 9 months (consistent with the delayed/recharge oscillator model of ENSO), is essential for the predictable development of all ENSO events. Notably, its seasonality is responsible for the late-calendar-year maximum in ENSO amplification. However, this ENSO mode alone does not capture the observed growth and evolution of diverse ENSO events, which additionally involve the seasonal evolution of other nonorthogonal Floquet modes. EP event growth occurs when the ENSO mode is initially “covered up” in combination with other Floquet modes. The ENSO mode’s slow seasonal evolution allows it to emerge while the other modes rapidly evolve and/or decay, leading to strongly amplifying and more predictable EP events. CP events develop when the initial state has a substantial contribution from Floquet modes with meridional mode–like SST structures. Thus, while nearly all ENSO events involve the seasonally varying ENSO-mode dynamics, the diversity and predictability of ENSO events cannot be understood without identifying contributions from the remaining Floquet modes.

SIGNIFICANCE STATEMENT: The purpose of this study is to identify structures that lead to seasonal growth of diverse types of El Niño–Southern Oscillation (ENSO) events. An important contribution from this study is that it uses an observationally constrained, empirically derived seasonal model. We find that processes affecting the evolution of diverse ENSO events are strongly seasonally dependent. ENSO events with eastern equatorial Pacific sea surface temperature (SST) characteristics are closely related to a single “ENSO mode” that resembles theoretical models of ENSO variability. ENSO events that have central equatorial Pacific SST characteristics include contributions from additional “meridional mode” structures that evolve via different physical processes. These findings are an important step in evaluating the seasonal predictability of ENSO diversity.
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1. Introduction

Interannual variability associated with the tropical Pacific El Niño–Southern Oscillation (ENSO) phenomenon is the dominant form of year-to-year variability in the climate system, with important contributions to seasonal predictability that extend far outside of the tropical Pacific (Rasmusson and Carpenter 1982; Ropelewski and Halpert 1987; Wallace et al. 1998; Barnston et al. 2010; Chen and Wallace 2015; Newman and Sardeshmukh 2017; Lenssen et al. 2020). “Canonical” ENSO events evolve via relatively well-established dynamics that involve coupling between equatorial sea surface temperature (SST), thermocline depth, and atmospheric surface winds (see Neelin et al. 1998; Battisti et al. 2019, for reviews). The relative importance of these processes varies from event to event and throughout the seasonal cycle, leading to interevent differences and a seasonal ENSO evolution with events tending to peak toward the end of the calendar year (Rasmusson and Carpenter 1982; Wallace et al. 1998; Larkin and Harrison 2002). This seasonality also extends to the seasonality of ENSO prediction skill (Bal-maseda et al. 1995; Torrence and Webster 1998; Jin et al. 2008; Wu et al. 2009; Newman and Sardeshmukh 2017; Jin et al. 2019), which tends to drop off rapidly as forecast initialization is pushed earlier in boreal spring.

Early studies of ENSO dynamics (Zebiak and Cane 1987; Battisti 1988) used “intermediate” models that simulated ocean–atmosphere interactions around a prescribed annual
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cycle (see Battisti et al. 2019, for a review). In those models, ENSO variance was maintained via a self-sustaining (linearly unstable) “ENSO mode” that reproduced fundamental characteristics of ENSO variability, including the spatial structure, interannual time scale, phase-locking to the seasonal cycle, and some ability to predict ENSO in nature. Penland and Sardeshmukh (1995) highlighted a different paradigm for understanding ENSO variance and irregularity through the use of an empirically derived “linear inverse model” (LIM). In this paradigm ENSO growth and evolution occurs via a set of nonorthogonal, linearly damped modes where a stable ENSO mode is initially “covered up” by other, more rapidly evolving eigenmodes (see also Newman et al. 2011a). ENSO variance and irregularity are ultimately maintained by (relatively) fast phenomena that are parameterized as a stochastic forcing (Penland and Matrosova 1994). In their non–seasonally varying model, ENSO phase locking was thought to be a consequence of seasonality in the stochastic forcing (Penland 1996) rather than due to seasonal evolution of the ENSO mode(s). Using a similar method, Johnson et al. (2000a,b) derived a cyclostationary Markov model and demonstrated an important role for seasonality in the empirical operator; Thompson and Battisti (2001) showed the same in a linearized version of the seasonally varying Zebiak and Cane (1987) model. Shin et al. (2021) confirmed (and more) the findings of Johnson et al. (2000b) by developing a cyclostationary linear inverse model (CSLIM) using 20 years of additional (and improved subsurface) data. These empirically derived, seasonal models offer a new tool for investigating the seasonality of ENSO growth and evolution.

Under a linearly stable regime, external forcing is required to initiate and maintain ENSO variance. One source of stochastic forcing comes through the second most dominant source of ocean–atmosphere interaction in the Pacific, the “Pacific meridional mode” (PMM; Chiang and Vimont 2004). The PMM evolves via initial SST anomalies in the subtropics that propagate westward and equatorward via coupled ocean–atmosphere interactions that include a feedback between the surface wind, evaporation, and SST (the WES feedback; Xie and Philander 1994; Vimont 2010; Martinez-Villalobos and Vimont 2017). The PMM was identified after recognizing that midlatitude atmospheric variability can affect ENSO through the seasonal footpointing mechanism (SFM; Vimont et al. 2001, 2003a,b). Within the context of the SFM, the PMM acts as a conduit for connecting (stochastic) midlatitude variability to ENSO via evolving wind stress anomalies along the PMM’s southern flank (Alexander et al. 2010; Thomas and Vimont 2016).

It is well established that ENSO events differ from one another in spatial and temporal evolution. In addition to more subtle, random differences, ENSO events can take on “central” or “east” Pacific (CP or EP, respectively) characteristics, as defined by the spatial structure of equatorial SST anomalies (Trenberth and Stepaniak 2001; Larkin and Harrison 2005; Ashok et al. 2007; Kao and Yu 2009; Kug et al. 2009; Capotondi et al. 2015). Vimont et al. (2014) investigate the growth of CP and EP ENSO variations using linear inverse modeling and show that the initial conditions that optimize growth differ for EP and CP events. They find that off-equatorial SST anomalies associated with the PMM and SFM are important for initiating development of ENSO events with CP characteristics (Yu and Kim 2011; Newman et al. 2011b; Thomas et al. 2018). These CP-type events are less dependent on thermocline interactions (Vimont et al. 2014). In contrast, ENSO events with EP characteristics tend to be more sensitive to equatorial thermocline anomalies and off-equatorial SST anomalies in the Southern Hemisphere (Yu et al. 2011; Vimont et al. 2014; You and Furtado 2017). The differences in CP and EP dynamics and evolution affect seasonal prediction skill with CP-type events exhibiting less predictability than EP-type events (Zheng and Yu 2017; Hou et al. 2019).

This study aims to diagnose seasonal variations in growth of diverse ENSO structures, including those with CP or EP characteristics. This study expands on Vimont et al. (2014) by investigating the seasonality of growth rates and on Shin et al. (2021) by explicitly considering CP and EP structures. The paper is organized as follows: the LIM and CSLIM methods are described in section 2, and optimal growth and associated patterns are illustrated in section 3. Based on strong seasonality in ENSO growth rates, we isolate the impact of a single “ENSO mode” in section 4 to illustrate the role of modal versus transient growth in the evolution of ENSO events, including those with CP and EP characteristics. Section 5 reiterates the findings of the study and discusses some implications. While we include details of the analyses throughout the paper, we also note that such descriptions may be tedious for some readers and so provide summary interpretations of results at the beginning of sections 3 and 4.

2. Methods and data

a. Calculating the LIM or CSLIM

We use both a LIM and a CSLIM to investigate the structure and evolution of tropical Pacific Ocean variability. The LIM and CSLIM frameworks are described in more detail elsewhere (Penland and Sardeshmukh 1995; von Storch et al. 1995; Johnson et al. 2000b; Shin et al. 2021) but are briefly reviewed here. Both models assume that the slowly evolving (long time scale) dynamics of the tropical Pacific Ocean/atmosphere system can be approximated as linear (including an implicit linear parameterization of the nonlinearities) and that on these longer time scales, the role of fast nonlinear processes can be approximated as Gaussian noise:

$$\frac{dx}{dt} = Lx + \xi,$$

(1)

where $x$ is the system state vector (defined for this study below), $L$ is the (potentially seasonally varying) linear dynamical feedback matrix, and $\xi$ is the (spatially coherent) white noise forcing. This study does not consider the noise forcing [see Thomas et al. (2018) for a treatment of tropical Pacific noise forcing in a nonseasonal LIM]. For a standard “stationary” model, $L \equiv L^{SS}$ is constant in time and the homogeneous version of (1) yields the propagator $G^{SS}(\tau)$:
The state vector is compiled via scaling the PCs follows:

\[ x(t + \tau) = \exp[L^{ST}(\tau)]x(t) \equiv G^{ST}(\tau)x(t). \]  

(2)

Linear inverse modeling estimates the dynamical system matrix via first calculating the propagator from (2) using the observed data (Penland 1996):

\[ L^{ST} = \hat{\tau}^{-1} \log[G^{ST}(\hat{\tau})] = \hat{\tau}^{-1} \log[C(\hat{\tau})C^{-1}(0)], \]

(3)

where \( C(0) \) is the 0-lag covariance matrix and \( C(\hat{\tau}) \) is the lagged covariance matrix of the system state vector \( x \) at a specified lag \( \hat{\tau} \). We use a lag \( \hat{\tau} = 3 \) months for the LIM. Once \( L^{ST} \) is calculated, the propagator matrix for any lag \( \tau \) is then calculated as \( G^{ST}(\tau) = \exp(L^{ST}\tau) \).

In the CSLIM the seasonally varying dynamical system matrices \( L^{CS} \) are calculated separately for each month. Twelve covariance and \( \hat{\tau} = 1 \) month lagged covariance matrices are calculated, and then each monthly propagator is determined from

\[ G^{CS}_{i}(\tau) = C_{i}(\hat{\tau} = 1)C^{-1}(0), \]

(4)

where \( i \) is the calendar month. Prior to using (4) a 3-month centered running mean is applied to the covariance and lagged covariance matrices to counter the sampling error introduced by the 12-fold increase in calculated parameters (see Shin et al. 2021). In the CSLIM the seasonally varying dynamical system matrices \( L^{CS} \) are then calculated separately for each month using (3). The full propagator over time \( \tau \) is calculated via

\[ G^{CS}_{i}(\tau) = G^{CS}_{i+1-1} \cdots G^{CS}_{i} G^{CS}_{i} \cdots G^{CS}_{t}, \]

(5)

where it is understood that the subscript on \( G^{CS} \) is modulo 12 (i.e., \( G^{CS}_{12} \) propagates December’s state 1 month forward to January, and would be left multiplied by \( G^{CS}_{1} \) and so forth to continue propagation). The propagator is a function of lag \( \tau \) only in the LIM and both lag and initial month \( i \) in the CSLIM.

The state vector for this analysis consists of the nine leading principal components (PCs; 79% variance explained) of sea surface height (SSH) from the ECMWF Ocean Reanalysis System (ORAS4; Balmaseda et al. 2013) over the region 100°E–75°W, 25°S–25°N over the period 1958–2017. All data are detrended prior to computing the PCs. The full state vector is compiled via scaling the PCs \( z \) as follows:

\[ x = \left( z_{\text{SST},1-9} \right) \sqrt{\sum_{i=7}^{9} \lambda_{\text{SST}}} \left( z_{\text{SSH},1-5} \right) \sqrt{\sum_{i=1}^{5} \lambda_{\text{SSH}}}, \]

(6)

where \( z \) is the PC of the associated field and \( \lambda \) is the associated eigenvalue (hence, each field is scaled by the square root of its total variance).

b. Growth calculations

This study focuses on how initial structures grow into “canonical” ENSO events, and ENSO events with CP or EP

**Fig. 1.** “Maximum amplitude” curve showing growth of optimal initial conditions from the stationary LIM. Curves denote growth from the L2 (solid line), CP (dashed line), and EP (dotted line) optimal initial conditions. Although optimal initial conditions are calculated under different final norms, all growth is evaluated under an L2 norm to allow comparison (see the text).

SST characteristics. Growth of an initial structure via the deterministic dynamics [the homogeneous part of (1)] over a time period \( \tau \) is calculated as

\[ \mu_{M,N}(\tau) = \frac{\| x(\tau) \|^2_N}{\| x(0) \|^2_M} = \frac{x^T(\tau)N x(\tau)}{x^T(0)M x(0)} = \frac{x^T(0)G^{T}(\tau)NG^{T}(\tau)x(0)}{x^T(0)M x(0)}, \]

(7)

where \( M \) and \( N \) refer to initial and final norms, respectively; \( M \) and \( N \) are defined below. Initial optimal patterns \( p \) that maximize growth over a time period \( \tau \) are identified via solving the generalized eigenvalue problem (Zanna and Tziperman 2005; Martinez-Villalobos and Vimont 2016):

\[ G^{T}NGip = \mu_{M,N}(\tau)Mip. \]

(8)

Eigensolutions \( p \) are initial conditions that optimally grow in the direction that defines the final norm \( N \), subject to potential constraints from the initial norm \( M \). These initial conditions evolve into patterns \( r = G(\mu)p \) over the time period \( \tau \). The leading eigenvector \( p \) and its evolved state \( r \) months later will be referred to, respectively, as the “optimal” and “final” growth patterns. Note that for the CSLIM optimal patterns depend on both the lag \( \tau \) and the initial month (even for \( \tau = 12 \) months), which differs from the LIM in which optimals are not seasonally dependent.

CP and EP norms are defined from this state vector via the same norm kernels as used in Vimont et al. (2014) to investigate initial structures that optimally grow toward CP or EP ENSO events:

\[ n_{CP} = \left[ \frac{1}{\sqrt{2\lambda_1}}, \frac{1}{\sqrt{2\lambda_2}}, 0, 0, \cdots \right] \quad \text{and} \]

\[ n_{EP} = \left[ \frac{1}{\sqrt{2\lambda_1}}, -\frac{1}{\sqrt{2\lambda_2}}, 0, 0, \cdots \right]. \]
These norm kernels are based on the findings of Takahashi et al. (2011), who show that CP and EP ENSO events can be well approximated as the sum or difference of the first two PCs of tropical Pacific SST, which are the first two elements of the state vector used here. The final norm matrix is calculated as $N = n^Tn + \epsilon$, where $\epsilon = 10^{-9}$ is added to the diagonal for numerical stability (Tziperman et al. 2008). We use an L2 norm for all initial norms (i.e., $M = I$, the identity matrix, for all analyses), and as a final norm when considering “canonical” ENSO events (in those cases, $N_{l2} = I$).

In this paper, we use the phrase “amplitude” to describe the squared norm of a vector [e.g., the numerator or denominator in (7)], and “growth” or “amplification” to describe the full result from (7) (i.e., a metric that depends on the initial and final amplitude). Both amplitude and growth, though, are norm dependent, and hence a common norm is needed to compare growth from different optimals, such as the CP optimal and EP optimal (as each would maximize growth toward its respective norm). An obvious choice for comparing growth is to calculate it within the L2 norm [i.e., $N = I$ in (7)] as this describes the growth of domain-integrated variance within the state space of the model (6). For all analysis herein, different final norms are only used to define optimal initial structures from (8), and amplitude or growth is always calculated using the L2 final norm [e.g., (7)].

3. Optimal growth for the LIM and CSLIM
   a. Section summary

How does seasonality affect growth of “canonical,” CP, and EP ENSO events? Analysis of the LIM (Figs. 1 and 2) and CSLIM (Figs. 3–5) shows that seasonality strongly influences the growth and evolution of ENSO events with CP and EP characteristics. The stationary LIM appears to blend and obscure these important seasonal differences. The CSLIM shows that all types of ENSO events experience maximum growth toward final states at the end of the calendar year (Fig. 3), originating from boreal spring initial states that include a deepened thermocline across the equatorial
Paciﬁc and off-equatorial SST anomalies in the eastern subtropics of both hemispheres (Fig. 4). The growth from March–December is consistent with the “delayed/recharge oscillator” theory of ENSO growth (Zebiak and Cane 1987; Schopf and Suarez 1988; Battisti 1988; Jin et al. 2008), with possible inﬂuence from subtropical SST anomalies that are consistent with the SFM. EP-type and “canonical” ENSO events also experience growth from September–June (Fig. 5), originating from deepened thermocline anomalies and cold equatorial SST in the central equatorial Paciﬁc. In contrast, CP-type events evolve from September–June via structures that resemble the North Paciﬁc meridional mode (NPMM), suggesting a more important role for the SFM throughout boreal winter and spring.

b. Analysis of growth

Maximum growth of ENSO structures via (7) is evaluated as a function of lag for the LIM and plotted as a “maximum ampliﬁcation” (MA) curve in Fig. 1. Again, for each curve, optimal initial conditions are calculated under a particular prescribed norm, but growth is calculated under an L2 norm so that curves represent a common metric of domain-integrated variance. By construction, the growth of domain-integrated variance under the L2 norm is maximized for an optimal initial condition calculated under the same norm (the solid black curve in Fig. 1) and peaks at around 7-month lead time. Growth is smaller for initial conditions calculated under the CP and EP norms and peaks at around 8 and 7 months, respectively.

For the stationary LIM, the τ = 9 months L2, CP, and EP optimal and ﬁnal growth patterns are shown in Fig. 2, and, like the MA curves, largely resemble results in Vimont et al. (2014). The ﬁnal conditions under an L2-norm indicate growth into a mature ENSO event, and growth under the CP and EP norms show similar ﬁnal ENSO structures but with CP and EP characteristics. The CP optimal resembles the PMM (Chiang and Vimont 2004), and the EP optimal exhibits a zonal dipolar structure in SST and a deepened thermocline (inferred from SSH) along the equator. All optimals exhibit warm SST anomalies in the southeastern tropical Paciﬁc (around 15°S), but the L2 and EP optimals do not show SST anomalies extending across the Paciﬁc around 25°S, in contrast to ﬁndings in Vimont et al. (2014).

Unlike the stationary LIM, growth in the CSLIM depends on both lag and seasonal timing, so a different MA curve is calculated for each initial month. These MA curves are shown in Fig. 3 and reveal a fundamentally different behavior than that calculated by the LIM. For all norms, the maximum growth is achieved for late boreal winter initial conditions that evolve through the end of the calendar year (top red arrows in Fig. 3). A major difference between the growth of CP, and EP or canonical initial conditions, is seen for 6–9-month lead times with target ﬁnal conditions in late boreal spring (bottom red arrows in Fig. 3). There, CP initial conditions experience much less growth than EP or canonical initial conditions. These differences will be explored further below.

**Fig. 3.** Seasonal “maximum amplitude” curves showing growth of optimal initial conditions calculated from the CSLIM under (a) L2, (b) CP, and (c) EP ﬁnal norms. Each plot shows growth from a given month’s initial optimal (y axis) through a given ﬁnal (target) month (x axis). Red arrows indicate 9-month evolution from March to December, and from September to June; these time periods are used in Figs. 4, 5, and 9–12. For reference, diagonal lines indicate 6- (dotted black line) and 12-month (dashed black line) lead times. Although optimal initial conditions are calculated under different ﬁnal norms, all growth is evaluated under an L2 norm to allow comparison.
The optimal initial and final growth patterns in the CSLIM depend on both lag and initial month and are shown for $\tau = 9$ months for March initial conditions (March–December) in Fig. 4 and for September initial conditions (September–June) in Fig. 5. In contrast to results from the stationary LIM, the March–December optimal initial and final conditions for all norms (Fig. 4) are more alike than different. The L2, CP, and EP optimals all include PMM-like initial SST anomalies (albeit more pronounced for the CP optimal), deepened thermocline anomalies along the equator (albeit more pronounced and shifted eastward for the EP optimals), and warm SST anomalies in the southeastern equatorial Pacific (near around $15^\circ$S, $90^\circ$–$120^\circ$E). The final states for the optimal CP and EP initial conditions also exhibit more similarities than differences, with much less distinction between CP and EP final SST structures than observed from the LIM. Still, the final states do include subtly different centers of maximum SST anomalies, in line with their respective norms.

Based on the MA curves in Fig. 3, it is not surprising that the March–December structures exhibit very little difference for L2, CP, and EP norms. In contrast, the September–June CP optimal initial and final conditions for the CSLIM (Figs. 5c,d) have very different structures than those calculated under the L2 or EP norms (in Figs. 5a,b and 5e,f, respectively; the L2 and EP optimal initial and final conditions are nearly identical). The most obvious difference between the CP, and EP or L2 optimals, is the strong PMM-like SST anomalies in the CP optimal (Fig. 5c) that is not present in the other initial state. This evolves, albeit with almost no growth, into a clear CP-type ENSO event by the following June. Both the EP and L2 initial states evolve into an ENSO event that is concentrated in the eastern equatorial Pacific.

4. The “ENSO mode,” and its relationship to modal and nonnormal growth

a. Section summary

This section identifies a seasonally varying “ENSO mode” and investigates its role in producing the growth of CP and

---

**FIG. 4.** Nine-month, March–December (left) optimal initial and (right) final structures calculated from the CSLIM, under an (a),(b) L2; (c),(d) CP; and (e),(f) EP final norm. Total growth $\mu$ is listed for each final condition. SST is shaded, and SSH is contoured, with solid black contours indicating positive SSH anomalies, dashed black contours indicating negative SSH anomalies, and the zero contour omitted. Overall amplitude is arbitrary, but all features can be compared relative to each other.
EP ENSO structures. The ENSO mode evolves in a manner consistent with the delayed/recharge oscillator model, and experiences its maximum instantaneous modal growth rate from August–October. The modal growth rate is responsible for the timing of the late boreal autumn maximum in the growth of CP, EP, and canonical ENSO events, and explains the similar spatial structure of final structures that occur toward the end of the calendar year. However, the nonnormal “masking” of initial conditions is necessary for realizing the full growth of ENSO structures through the late calendar year. Nonnormal masking of initial conditions is also responsible for the growth of EP structures from boreal autumn through late spring, as the ENSO mode decays over that time period. In contrast, the evolution of CP events from boreal autumn through late spring is not strongly influenced by the ENSO mode. During this time, CP structures appear to evolve via dynamics associated with tropical meridional modes. Hence, EP events occur as the ENSO mode’s slow seasonal evolution allows it to “emerge” while more rapid Floquet modes evolve and decay. CP events occur when initial conditions have a large contribution from meridional mode-like structures.

### b. ENSO mode structure

Previous research (Penland and Sardeshmukh 1995; Thompson and Battisti 2000; Newman et al. 2011a; Shin et al. 2021), combined with the similarity of the \( \tau = 9 \) month March–December L2, CP, and EP optimal initial and final growth structures in the CSLIM, suggest the importance of an “ENSO mode” that plays a role in the growth of ENSO-like structures. In the CSLIM framework, solutions to the homogeneous equation in (1) are obtained via “Floquet theory” and have the following form:

\[
x = q_k \exp(\mu_k t),
\]

where \( q_k \) is the \( k \)th cyclic eigenvector with a 12-month period and \( \mu_k \) is the complex Floquet exponent (Thompson and Battisti 2000; Johnson et al. 2000b; Shin et al. 2021). As described in von Storch et al. (1995) and Shin et al. (2021), eigenanalysis of each of the 12-month propagators (5) yields the seasonally varying Floquet modes (left eigenvectors), their associated adjoints (right eigenvectors), and Floquet exponents (which do not vary seasonally). The Floquet exponents are shown in Fig. 6 together with the eigenspectrum of

### Fig. 5

As in Fig. 4, but showing the 9-month, September–June (left) optimal initial and (right) final structures calculated from the CSLIM. Note the different contour interval and range in color shading for final conditions as compared with Fig. 4.
Both the Floquet exponents and LIM eigenspectrum include a conjugate pair of oscillatory modes (highlighted in red in Fig. 6) with interannual periods (38 months for the CSLIM and 39 months for the LIM) and long damping time scales (19 months for the CSLIM and 11 months for the LIM).

The spatial structures of the Floquet mode 1 (Floquet mode 2 is its complex conjugate) for December and June are shown in Fig. 7. The real component bears a strong resemblance to the seasonal structure of a mature ENSO event, and analysis of other months confirms a similar structure (see Smith et al. 2014). The imaginary component is orthogonal to the real component by construction, and evolves into the real component over one-quarter of the oscillation time scale. The imaginary component of Floquet mode 1 includes positive SST and deepened thermocline anomalies along the equator that are flanked by cool SST anomalies and shoaled thermocline anomalies around 10°–15° on either side of the equator. The evolving spatial structure resembles the delayed/recharge oscillator model with deepened equatorial thermocline anomalies across the entire Pacific that evolve eastward into a surface ENSO event (Battisti 1988; Jin et al. 2008); a similar ENSO-mode eigenvector is found by Xie and Jin (2018) in analysis of CP and EP structures in the Zebiak and Cane (1987) model. Based on the similarity between the time scale and spatial structures of Floquet modes 1 and 2 and known ENSO characteristics, and their similarity to the corresponding eigenmode in the stationary LIM (not shown but see Newman et al. 2011a) we refer to modes 1 and 2 as the “ENSO mode.”

c. Modal and nonnormal growth

Growth of ENSO-like structures can occur via the seasonal and oscillatory evolution of the ENSO mode (modal growth) or interference with other nonorthogonal modes (nonnormal growth, described below). Modal growth can occur even if the mode is damped, as it must be for stationarity, and is due to the seasonal and oscillatory evolution of the complex Floquet mode. Growth through time occurs as the mode evolves from through its complex phase space (e.g., Penland and Sardeshmukh 1995) and is countered by damping via the Floquet exponents (9). Additionally, unlike eigenvectors from the stationary LIM, the Floquet modes can also experience modal growth as they evolve throughout the seasonal cycle (von Storch et al. 1995). The maximum (L2) modal growth of the ENSO mode, plotted in Fig. 8a, shows a seasonality consistent with that seen in Fig. 3: the maximum growth occurs for late-calendar-year final states (October and November, which is
about 1 month earlier than the full optimals) and is greatest when starting from initial conditions in boreal winter and spring (December–May). The maximum growth rate [Fig. 8b; calculated by propagating each month’s unit-length complex ENSO mode structure forward one month and determining the amplitude: \( r_k = \| \mathbf{G}_{\text{CS}}(1, \mathbf{q}_k, \mathbf{p}_k) \|_2 \) occurs in September, with unstable growth rates \( r_k > 1 \) occurring from August–October (see also Shin et al. 2021). A comparison of Figs. 8a and 8b shows that the ENSO mode’s seasonally varying instantaneous growth rate (Fig. 8b) is responsible for the late-calendar-year timing of the maximum growth (Fig. 8a), and its subsequent rapid decay during the boreal winter and spring.

Despite its similar temporal evolution, the maximum modal amplification in Fig. 8 is much weaker than the maximum growth seen in Fig. 3, highlighting a role for nonnormal modal interference for optimal growth in Fig. 3. The CSLIM is nonnormal, and as a result, the Floquet modes are nonorthogonal. Thus, the optimal initial conditions in Figs. 4 and 5 include contributions from the ENSO mode as well as destructive interference from additional Floquet modes that interfere with, or in this case mask the ENSO mode’s initial contribution (Farrell and Ioannou 1996; Newman et al. 2011a; Henderson et al. 2020; Shin et al. 2021). One can focus on the contribution from the ENSO mode (or remaining modes) via reconstructing the optimal initial conditions (from section 3) to retain only the ENSO mode (or all modes except the ENSO mode):

\[
p_{\text{ENSO}} = \sum_i q_k (a_{k,i}^\dagger p_k),
\]

where \( a_{k,i}^\dagger \) is the nonconjugate transpose of the \( i \)th adjoint Floquet mode for month \( k \), \( p_k \) is the original optimal [the eigensolution to (8)] for a given initial month, and the sum over \( i \) is taken for modes 1–2 (the ENSO mode) or the remaining modes 3–14 (all modes except the ENSO mode). The reconstructed optimal \( p_{\text{ENSO}} \) is propagated forward over a time interval \( t = \tau \), resulting in \( r_{\text{ENSO}} = \mathbf{G}_{\text{CS}}^\tau p_{\text{ENSO}} \). Recall that, despite nonorthogonality, the Floquet modes evolve independently so the final state is still solely within the space of the ENSO mode.

The ENSO mode’s role in producing growth through modal evolution and nonnormal interference for CP and EP events is clearly seen by propagating the full and reconstructed optimal initial conditions forward through the 9-month period over which they are defined. Figures 9–12 show the temporal evolution from 9-month optimal initial conditions, including the evolution from the full optimal (left column), the contribution from the ENSO mode [middle column; reconstructed as in (10)] and the contribution from the non-ENSO modes [right column; reconstructed as in (10) except summed over all modes except the ENSO mode]. Recall that individual Floquet modes are solutions to the homogeneous equation in (1) and thus the middle and right columns of Figs. 9–12 sum to equal the left column [although because they are not orthogonal, their L2 amplitude (domain-integrated variance) does not sum to equal the full amplitude].

The ENSO mode’s contribution to the growth of the March 9-month optimals is evident in the evolution of the CP and EP optimals in Figs. 9 and 10, respectively. In both cases, the ENSO mode contributes similar structures to the optimal initial conditions (top row) and grows as it evolves through the following 9 months. Despite the different initial ENSO mode amplitudes \( \gamma \) for the CP and EP initial condition (top row of Figs. 9 and 10), the 9-month ENSO mode growth (the ratio of final to initial ENSO mode amplitude of 3.35 for the CP and 3.67 for the EP cases) and initial spatial structures (i.e., initial phases) are comparable, indicating that the ENSO mode plays a similar role in the evolution of both structures at this time of year.

The remaining modes contribute in two different ways to the CP and EP evolution over the 9-month evolution: by (i) amplifying growth via masking the ENSO mode in the initial condition [the denominator in (5)], or (ii) affecting the structure of the resulting final condition through their evolution. For both CP and EP optimals, the remaining
modes contribute to rapid growth via (i) masking the initial conditions: indeed, the growth of the full optimal (10 for the CP optimal and 9.5 for the EP optimal) is more than 2.5 times the growth of the ENSO mode on its own (recall that $g$ represents amplitude, or domain-integrated variance in Figs. 9 and 12). For the CP events, the additional modes also (ii) contribute to the continued evolution via structures that continue to evolve westward and equatorward to help generate SST anomalies in the central equatorial Pacific (between 165°E and 150°W) through the following December (Fig. 9, right column). This equatorward and westward propagation of hemispherically symmetric structures is similar to the theoretical analysis of meridional mode evolution (Martínez-Villalobos and Vimont 2017), and may also result from zonal advection as found by Xie and Jin (2018) in the Zebiak and Cane (1987) model.

The 9-month evolution from the September CP optimal (Fig. 11) shows very little contribution from the ENSO mode (middle column). Indeed, the PMM-like initial SST state for the full optimal (Fig. 11, top left) is captured as the ENSO mode offsets the amplitude of non-ENSO mode anomalies in the eastern and southeastern equatorial Pacific. The remaining modes evolve equatorward and westward, growing to produce CP SST anomalies by December before decaying through the following June. The final state includes similar amplitude contributions from both the ENSO mode and remaining modes; however, it is clear that the non-ENSO modes are important for generating the CP structure throughout the CP evolution.

For the September EP optimal, the non-ENSO modes largely offset the ENSO mode in the initial conditions (Fig. 12, top row), similar to the role they play for the March optimal. However, in this case the ENSO mode only undergoes a short period of modal growth through December and then slowly decays through June. The overall growth of the EP event, with an equatorial SST anomaly centered far to the east, results from the non-ENSO modes decaying so rapidly (Fig. 12, right column) that they allow the weakening ENSO mode amplitude to emerge. The difference in initial ENSO mode amplitude between the September and March EP initial conditions also points to a seasonality in the effectiveness of the non-ENSO modes in masking the ENSO mode.

---

**FIG. 9.** Spatiotemporal evolution of the March, 9-month CP optimal initial condition. Shown is the evolution of the (left) full optimal, (center) ENSO mode contribution, and (right) contribution from all modes except the ENSO mode. The amplitude $\gamma$ (domain integrated variance) of each map is shown. SST is shaded, and SSH is contoured, with solid black contours indicating positive SSH anomalies, dashed black contours indicating negative SSH anomalies, and the zero contour omitted. Overall amplitude is arbitrary, but all features can be compared relative to each other.
During September, these additional modes are more effective at producing nonnormal growth as they more effectively cover up the ENSO mode.

5. Summary and discussion

a. Summary

A cyclostationary linear inverse model was used to investigate the seasonally varying spatiotemporal growth of ENSO events with SST structures ranging between canonical (L2 growth), CP, and EP states. Analysis shows that the evolution of all types of ENSO events exhibits strong seasonality, with growth maximizing for final conditions near the end of the calendar year (around November–December). This seasonality is also found in a pair of Floquet modes (the ENSO mode) that experience maximum instantaneous growth rate from August–October, leading to maximum total growth in late boreal autumn (October–November). The analysis also shows weak growth toward either L2 or EP final conditions from boreal autumn through early boreal summer (September–June), but significant growth over that time does not occur for CP structures. The seasonality of ENSO growth is not consistent with findings that the coupling strength is strongest during boreal spring due to seasonality of low-level atmospheric convergence (Philander 1983; Tziperman et al. 1997). Tziperman et al. (1997) do show that other factors such as SST gradients and upwelling also contribute to ENSO seasonality in the Zebiak and Cane (1987) model. Initial analysis of the dynamical system matrix here (not shown) suggests that thermocline/SST feedbacks may also play an important role in seasonality of ENSO growth.

Within the nonnormal, seasonally varying system, there are multiple ways in which a particular initial condition can grow and evolve over a given time. First, independent modal growth can occur as a single Floquet mode pair (the ENSO mode) evolves through its phase trajectory. This seasonality is critical for the boreal late autumn maximum amplification for all types of events since the instantaneous growth rate of the ENSO mode peaks from August–October. While the ENSO mode is critical for the development of boreal late autumn ENSO events, on its own, it is insufficient to explain the full growth of L2, CP or EP events. A second source of growth in the nonnormal system occurs due to rapidly decaying, nonorthogonal (but independently evolving) Floquet modes that “mask” the ENSO mode in the initial condition. This masking effect is the dominant cause of the growth of EP ENSO structures at all times of the year, demonstrating that the growth of EP events primarily results the emergence of the ENSO mode as additional modes die off.

A third mechanism for growth and evolution involves interference between Floquet modes to produce structures that do
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not exist solely within a single mode. In this case, the superposition of the Floquet modes does not simply mask the initial conditions but is also important for the full evolution of a particular event’s structure. This mechanism occurs to some extent for both EP and CP events, but is much more prevalent in the evolution of CP-type ENSO events. The non-ENSO modes contribute a hemispherically symmetric structure that evolves westward and equatorward for these CP-type events, amplifying SST anomalies in the central equatorial Pacific and driving the ENSO event toward a CP-type structure. The importance of these non-ENSO modes suggests that physical processes outside of the delayed/recharge oscillator paradigm are responsible for generating CP events. For example, the off-equatorial SST structures strongly resemble theoretical models of meridional mode evolution (Martinez-Villalobos and Vimont 2017) though additional analysis is needed to confirm that those dynamics are present. This mechanism appears to be the dominant growth mechanism for short (3–4 months) growth of CP events, even during boreal autumn when the ENSO mode is temporarily unstable.

b. Discussion

What does this analysis tell us about the nature of ENSO events, including events with CP or EP characteristics? First, there is a strong seasonality to the deterministic growth and evolution of ENSO events that is influenced by the seasonality of the ENSO mode itself. The ENSO mode’s seasonal growth during August–October causes that mode to dominate the deterministic evolution of all types of events through boreal autumn. The dominance of the ENSO mode growth during boreal autumn suggests that long-range deterministic ENSO predictions are not likely to be able to distinguish between CP or EP ENSO characteristics through late boreal autumn. Additionally, ENSO events do not tend to grow (along a deterministic trajectory) toward CP-type structures in late boreal spring. This lack of growth is due to the seasonally varying structure of the ENSO mode, which in late boreal spring has strong EP characteristics. Thus, the seasonal variation in growth and structure of the ENSO mode plays an important role in the timing of ENSO variability, its seasonally varying spatial structure, and its predictability.

Second, separating event evolution into contributions from the ENSO mode and remaining modes provides insight into the events’ dynamics. ENSO events with EP characteristics occur as the ENSO mode’s slow seasonal evolution allows it to emerge while additional Floquet modes rapidly evolve and decay. These EP events are largely driven by dynamics that are consistent with the delayed/recharge oscillator theories of ENSO variability, with deepened thermocline anomalies.

---

**Fig. 11.** As in Fig. 9, but for the September 9-month CP optimal.
along the equator evolving into warm SST anomalies in the eastern Pacific several months later (see Figs. 10 and 12). Events with CP structures occur as additional Floquet modes with meridional mode-like structures contribute to the spatial structure of the evolving event. These CP events are more strongly associated with off-equatorial modes that evolve westward, producing SST anomalies in the central equatorial Pacific by processes that do not appear to include strong thermocline anomalies (e.g., WES-feedbacks, or zonal advection). The decomposition of event evolution into these separate Floquet modes may be useful in diagnosing individual events’ evolution and predictability, and in identifying the source of biases in climate model representation of ENSO variability.

Note that any individual ENSO event will involve some combination of all of these mechanisms, leading to a rich set of ENSO structures that may be observed for any given event. Further, the full seasonal evolution of CP or EP final states will also depend on how seasonally varying structures of stochastic forcing excite particular combinations of Floquet modes and their resulting growth structures. The analysis herein provides an initial look at the deterministic evolution of seasonally varying growth structures. Additional analysis is needed to explore how these mechanisms, together with contributions from nondeterministic stochastic forcing, combine to contribute to individual events’ evolution and prediction.

Acknowledgments. Thanks are given to Prof. Laure Zanna for serving as editor for this paper and to three anonymous reviewers for their careful reviews. Author Vimont was supported by NSF Climate and Large Scale Dynamics Project 1463970, as well as funding from the University of Wisconsin–Madison Vilas Associate award. Authors Newman and Shin were supported by NSF Grant AGS-1624831 and DOE Grant 0000238382.

REFERENCES


