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ABSTRACT

This study investigates the skill of linear methods for downscaling provincial-scale precipitation over Indonesia from fields that describe the large-scale circulation and hydrological cycle. The study is motivated by the strong link between large-scale variations in the monsoon and the El Niño–Southern Oscillation (ENSO) phenomenon and regional precipitation, and the subsequent impact of regional precipitation on rice production in Indonesia. Three different downscaling methods are tested across five different combinations of large-scale predictor fields, and two different estimates of regional precipitation for Indonesia.

Downscaling techniques are most skillful over the southern islands (Java and Bali) during the monsoon onset or transition season (Sep.-Dec.). The methods are moderately skillful in the southern islands during the dry season (May-Aug.), and exhibit poor skill during the wet season (Jan.-Apr.). In northern Sumatra downscaling methods are most skillful during Jan.-Apr. with little skill at other times of the year. There is little difference between the three different linear methods used to downscale precipitation over Indonesia. Additional analysis indicates that downscaling methods that are trained on the annual cycle of precipitation produce less-biased estimates of the annual cycle of regional precipitation than raw model output, and also show some skill at reconstructing interannual variations in regional precipitation. Most of the downscaling methods’ skill is attributed to year-to-year ENSO variations and to the long-term trend in precipitation and large-scale fields.

While the goal of the present study is to investigate the skill of downscaling methods
specifically for Indonesia, results are expected to be more generally applicable. In particular, the downscaling models derived from observations have been effectively used to debias the annual cycle of regional precipitation from global climate models. It is expected that the methods will be generally applicable in other regions where regional precipitation is strongly affected by the large-scale circulation.
1. Introduction

Indonesia’s geographical location (situated at equatorial latitudes between the Southeast Asian and Australian land masses, and at longitudes between the Pacific and Indian oceans; Fig. 1) places it in a position to be strongly influenced by the annual march of the Southeast Asian / Austral monsoon system, and by year-to-year fluctuations in the El Niño / Southern Oscillation (ENSO) phenomenon. The climatology of precipitation over Indonesia has been described in detail during the colonial period (Braak, 1929; this extensive work also documents the weather and climate phenomena of the region); with a focus on agricultural production – especially wet season rice (Schmidt and Ferguson 1951; Oldeman 1975; Oldeman et al. 1979); and more recently using objective criteria based on the amplitudes of the annual and semi-annual cycle in precipitation (Hamada et al. 2002; Aldrian and Susanto 2003; see also McBride 1998, and Chang et al. 2004, for reviews). In general, the latter classification schemes identify regions that are wet all year round (Northern Sumatra, equatorial Kalimantan and Sulawesi, Papua); and regions that are strongly affected by the Austral monsoon, with rainfall maxima during October-February (central and eastern Java, and the eastern islands in Indonesia’s archipelago) (McBride 1998). These classifications follow closely the meridional variations of the monsoon system (Tanaka 1994).

During some years the annual march of the monsoon is altered by large-scale conditions associated with concurrent ENSO events (Haylock and McBride 2003; Aldrian and Sustanto 2003; Hendon 2003; McBride et al. 2003; Naylor et al. 2007). ENSO is
most strongly related to Indonesian precipitation (particularly over the southern islands) during the dry (June-August) and transition (September-November) seasons, and is largely unrelated to precipitation variations during the height of the wet season (December-February) (McBride and Nicholls 1983; Haylock and McBride 2003; Hendon 2003). During ENSO warm events the strength of the ascending branch of the Walker Circulation over the Maritime Continent is reduced, resulting in decreased precipitation and lower level convergence over the region. These large-scale influences are augmented by local air-sea interaction during the dry season, when increased easterly trade winds generate anomalously cool sea surface temperature (SST) in the region through increased latent heat flux. The cooled SST increases anomalous subsidence in the region through large-scale feedbacks and local hydrostatic arguments (Hackert and Hastenrath 1986; Hendon 2003). During the wet season, the reverse occurs: anomalous easterlies counteract the climatological westerlies over the region, increasing SST through reduced latent heat flux and hence counteracting the effects of large-scale subsidence over the region. Alternatively, it has been argued that once the wet season commences precipitation variations are dominated by synoptic and mesoscale variations that are less sensitive to the large-scale circulation (Haylock and McBride 2003).

Despite the strong relationship between the large scale circulation and monsoonal precipitation, it is important to note that precipitation over Indonesia is heavily influenced by sub-seasonal variability and by small scale variations. In particular, Qian (2008) shows that the regional geography of Indonesia leads to small scale land-sea breezes and mesoscale processes that influence the diurnal cycle and mean intensity
of convection over the region. Houze et al. (1981) also points out the importance of diurnal variations, and documents large sub-seasonal variations in rainfall over Borneo during the International Winter Monsoon Experiment that are related to synoptic scale wave activity over the region. Climate models that are capable of simulating present and future large-scale climate variations are typically run at a resolution that is far too coarse to resolve the intricate topography and these small-scale variations that are known to influence monsoonal precipitation over Indonesia. These models also tend to have large biases in their simulation of the hydrological cycle over Indonesia (Neale and Slingo 2003; Naylor et al. 2007). In the present study we test the ability of linear methods in both downscaling and debiasing precipitation estimates over Indonesia, given the large-scale circulation.

A motivation for the present work is the strong link between year-to-year variations in Indonesian precipitation and rice production. Rice plantings follow the marked seasonality in rainfall, even in irrigated areas since most irrigation is categorized as “run of the river” (Naylor et al., 2001). In a typical year, most rice is planted early in the “wet season” (October-December), when there is sufficient moisture to prepare the land for cultivation and to facilitate the early rooting of the transplanted seedlings. The main planting period occurs before the peak of the monsoon, because excessive water at the vegetative growth stage hampers rooting and decreases tiller production (De Datta, 1981). During the 90-120 day grow-out period from transplanting to harvest, current rice varieties require 600-1200 mm of water depending on the agroecosystem and the timing of rainfall or irrigation (De Datta, 1981). Whether or not the region is irrigated
is important for gauging the critical amount of precipitation needed throughout the season. A smaller “dry season” planting (April-June) takes place in many, but not all, rice-growing regions of Indonesia following the monsoon. Both the timing and amount of precipitation are thus critical for rice production systems.

Earlier work by Naylor, Falcon and colleagues (2001, 2004) shows that ENSO has been the primary determinant of year-to-year variation in Indonesian rice output over the past three decades, accounting for almost two-thirds of the total variation. During El Niño events, Indonesia’s production of rice – the country’s primary food staple – is affected in two important ways: delayed rainfall causes the rice crop to be planted later in the monsoon season, thus extending the hungry season (paceklik, the season of scarcity) before the main rice harvest; and delayed planting of the main wet season crop may not be compensated by increased planting later in the crop year, leaving Indonesia with reduced rice area and a larger than normal annual rice deficit (Naylor et al. 2001).

The present study is motivated by the relationships between interannual climate variations, year-to-year fluctuations in regional precipitation, and rice production in Indonesia. The strong relationship between the large-scale circulation and precipitation over Indonesia leads to the hypothesis that empirical downscaling techniques may be suitable for identifying precipitation variations on a regional scale over Indonesia. In the present study, we test this hypothesis using linear methods to relate features in the large-scale circulation to regional precipitation. We also test the potential upper limit of predictability of regional rainfall in Indonesia from large-scale climate variations. Although the study focuses on a specific region (Indonesia), we expect the techniques
to be generally applicable to other tropical regions where precipitation variations have a signature in the large-scale circulation. We note that these models have also been used in a broader context of identifying whether natural climate variability (including ENSO) will exert a greater impact on Indonesian rice agriculture and food security in 2050 with changes in the mean climate (Naylor et al. 2007).

The methodology herein is certainly not the only means of downscaling precipitation over Indonesia. Numerous other methods for downscaling precipitation have been developed by other research efforts; reviews can be found in Christensen et al. (2007) and Wilby et al. (2004). Other methods include regression approaches (under which our methodologies fall), weather generators (e.g. Markov models), weather classification techniques, and analogue methods. Other researchers have found that some techniques produce enhanced skill when downscaling is applied to daily data, and then aggregated to a monthly time scale (Buishand et al. 2004), though the application to daily data does not guarantee a better estimate of monthly variationsi (Widmann et al. 2003). The techniques used in the present study have also been employed by Widmann et al. (2003) over the Pacific Northwest region of North America, and have shown reasonable skill in estimating daily or monthly 50km×50km resolution precipitation estimates from 1000mb geopotential height, 850mb temperature or humidity, or combinations thereof.

This paper is organized as follows. The data and methodology used in this study are described in Section 2, as well as in Appendices A and B. Results from the various downscaling methods, as well as the skill of those methods, are presented in Section 3. A discussion of results and attribution of skill is presented in Section 4, and a summary
of results are presented in Section 5.

2. Data and Methodology

The focus of the present study is to reconstruct provincial-scale precipitation over Indonesia using large-scale meteorological fields. We investigate downscaling methods using two different estimates of provincial-scale precipitation (described in Section 2a and Appendix A), five different combinations of large-scale meteorological variables (described in Section 2b and Appendix B), and three different statistical techniques (described in Section 2c and Appendix B).

a. Precipitation Data

In this study, precipitation data sets are constructed over Indonesia at a provincial scale that is appropriate for investigating relationships with agricultural production. The spatial scale for precipitation is defined using political and agricultural boundaries that correspond to the same boundaries over which agricultural data are available. Some provinces have been combined to eliminate particularly small delineations between regions (Table 1). In particular, we aggregate precipitation over 24 different political regions, listed in Table 1, and shown in Fig. 1a. Data coverage over these 24 regions is far from uniform, with a large number of stations over Java, the most populated island in Indonesia (Fig. 1b). Data are also averaged over three crop seasons roughly
corresponding to the peak of the Austral monsoon (Jan-Apr; JFMA), the dry season (May-Aug; MJJA), and monsoon “transition” (Austral monsoon onset) season (Sep-Dec; SOND). These seasons are chosen due to their relationships with rice planting on Java as well as the seasonality of the monsoon over Indonesia (Tanaka 1994; Naylor et al. 2007).

Two different regional precipitation data sets are constructed and used in this analysis. The first is based on the spatially interpolated, gridded data set from the University of Delaware (Version 1.01 of the 1900-2006 Terrestrial Precipitation product; Matsuura and Willmott (2007); hereafter referred to as UDel). Over Indonesia, that data set is primarily based on station observations from the Global Historical Climate Network, version 2 (GHCN; NCDC 2007a), station observations from the Global Surface Summary of the Day (GSOD; NCDC 2007b), and a background climatology from Legates and Willmott (1990). A provincial scale data set is constructed by simple averaging of the 0.5° by 0.5° UDel data from all grid boxes centered in a given geographical province (Fig. 1b). We also tried aggregating precipitation by averaging the standardized anomalies (the same methodology as the aggregated station data; Hackert and Hastenrath (1986) and Appendix A) and found no difference in results.

Although the interpolation procedure for the UDel data produces a data set with fine-scale resolution (0.5° by 0.5°) the effective resolution is ultimately determined by the original station density and interpolation algorithm. Note, for example, the dense station network over Java (9-11) compared to Sulawesi (19-22) in Fig. 1b. In order to interpolate to the original 0.5° by 0.5° grid resolution of the UDel data set, grid
boxes in data-sparse regions must be interpolated from stations that are potentially far from the actual grid box, perhaps even across islands (one-point correlation maps for Java and for Papua, not shown, suggest this may be a problem). This may artificially affect the skill of the downscaling technique, as data for a particular region is actually representative of a much larger area (and hence more closely tied to the large-scale flow used as a predictor). The UDel data set also uses data from stations that may have intermittent reporting over the time period 1950-1999 (Fig. 2), which may lead to spurious discontinuities in the estimated precipitation (Fig. 3).

To provide an additional estimate of regional-scale precipitation in Indonesia, a second, station-based regional precipitation data set is constructed. Station data for the second regional precipitation data set is based on available station data from the GHCN and GSOD data, and the NOAA/NCEP Climate Prediction Center reported precipitation [obtained under the name “NOAA NCEP CPC EVE” from the LDEO INGRID; IRI / LDEO (2007); Ropelewski et al. (1985)]. Stations from the three inventories were combined (see Appendix A for details) resulting in 71 stations with >30yr of data (not necessarily continuous) over Indonesia (open circles in Fig. 1). Station data in each province were combined to produce an estimate of precipitation that is representative of precipitation within the province, and that accounts for discontinuities in reported precipitation (Appendix A). This resulted in a Station-based regional precipitation product with data for 21 of the 24 provinces considered in this study (Table 1).

A comparison between various regional precipitation estimates over the island of
Java is shown in Fig. 3, including the UDel-based estimate, the Station-based estimate, a satellite-based estimate from the NOAA Climate Prediction Center (IRI / LDEO 2007), and from the NCEP reanalysis (Kalnay and coauthors 1996). Of these, only the satellite-based product is constructed from a homogeneous record. This comparison also illustrates some of the challenges in defining a “true” precipitation estimate for Indonesia. In particular, there are notable discrepancies between the UDel precipitation estimate and the Station precipitation estimate for various periods, especially from 1994-1998. During this period, the Station-based precipitation estimate shows better agreement with the satellite-derived precipitation product from the CPC (IRI / LDEO 2007). During the 1990 wet season, though, the UDel and satellite-based product are in agreement, while the Station estimate is much lower. In general, the UDel estimate is slightly rainier than the Station-based estimate (about 0.7 mm day$^{-1}$) and has a more pronounced seasonal cycle with up to 25% more rain during the wet season. Additional comparison between the UDel and Station-based precipitation estimates is listed in Table 1.

Although there are no clear winners in estimated precipitation products, there is a clear loser over Indonesia. The estimate of precipitation from the NCEP Reanalysis (Kalnay et al. 1996) shows large discontinuities in the early 1960’s, late 1970’s, and early 1990’s (perhaps corresponding to the expansion of the radiosonde network, and varying satellite coverage). The Reanalysis demonstrates the large biases that can be introduced by a model-based precipitation parameterization (presumably due to changes in data coverage and biases in model parameterizations). We do note, however, that
inspection of the precipitation variability in the Reanalysis estimate does show some similar variability as the observational products suggesting that despite its problems the Reanalysis precipitation may be useful in some analyses.

b. Large-scale Data

Data from the National Center for Atmospheric Research / National Center for Environmental Prediction (NCEP / NCAR) Reanalysis project (Kalnay et al. 1996; hereafter referred to as the reanalysis) is used to describe the large-scale circulation. We use three different variables or combinations of those variables as predictors for provincial precipitation: sea level pressure (SLP), 850mb specific humidity (SHUM), and 250mb and 850mb zonal wind (UWND). SLP is used due to the strong relationship between precipitation and SLP over Indonesia and concurrent ENSO events (Ropelewski and Halpert 1987); SHUM is used to represent the large-scale hydrological cycle (including possible trends); and UWND is used to characterize the monsoon shear line, which is strongly related to monsoon onset (Hendon and Liebmann 1990; Tanaka 1994). Five different predictor sets are used, and described in Table 2. When combinations of predictors are used (e.g. SLP and SHUM), each field is scaled to have equal variance. The predictor data are defined over the region 20S - 20N, 90E - 180 and are interpolated from a 2.5° by 2.5° grid to a 5° by 5° grid (by spatial averaging). We interpolate so that fine-scale features (e.g. the monsoon shear line in UWND) do not unreasonably affect estimates of downscaled precipitation when large-scale GCM fields are projected
onto the predictor structures.

We also tried using the model-based large-scale precipitation as a predictor for regional precipitation, but the large biases in the modeled precipitation field (e.g. Fig. 3) led to large errors in the downscaled precipitation. As a result, we present results from five combinations of the large-scale predictor fields: (1) SLP, (2) SHUM, (3) SLP+SHUM, (4) UWND, and (5) UWND+SHUM. These variables, and combinations of these variables, do exhibit some small non-stationary behavior over the time period 1950-1999, especially around the introduction of the radiosonde network in the early record, and in the transition to the satellite era in the late 1970’s. We do not attempt to adjust for these biases, except as described in the “annual cycle” method of downscaling below.

c. Methods

We test three different methods for estimating the relationship between large-scale predictor fields and provincial precipitation: Empirical Orthogonal Function / Principal Component (EOF/PC) analysis used with linear regression, Maximum Covariance Analysis (MCA), and Canonical Correlation Analysis (CCA). These three linear methods involve identifying spatial patterns in a predictor field (the large scale field) that relate to spatial patterns in a predictand (regional precipitation). These methods are described in more detail in Bretherton et al. (1992), and have been used to downscale precipitation over the Pacific Northwest (Widmann et al. 2003). We briefly describe
each method in Appendix B. Each method produces a set of large-scale predictor fields and a corresponding set of maps of regional precipitation. We refer to each methodology / predictor field combination (three different methodologies, five different predictor fields) as an “empirical downscaling model” (EDM) that can be used to translate a new (independent) map of the large-scale circulation into an estimate of regional precipitation. In the present study we only apply the EDM to independent data through our cross-validation methodology (described below). However, each EDM can be applied to general circulation model output to obtain an estimate of regional precipitation from the model’s large-scale fields. This will be discussed briefly in Sec. 4.

Regional precipitation for each crop season is predicted using cross-validation. The cross-validation is performed as follows. First, one decade (say, 1950-1959) is removed from a particular crop season, and the remaining 40 seasons are used to train the statistical parameters for the EDM. The resulting EDM is then used to predict the decade that had been removed. The process is repeated for the remaining four decades of data, and then again for the remaining two crop seasons. We also constructed EDMs using all seasons together (results not shown) and found poor performance, which is consistent with findings that relationships between the large-scale flow and hydrology are seasonally dependent (McBride et al. 2003). Statistically significant correlations or regressions are inferred when the correlation coefficient exceeds the 95% level using a two-tailed t-test.

Finally, to address possible biases that may be introduced by non-stationarity in the large-scale fields, we also train a set of EDMs on the 12mo annual cycle (with the
grand mean removed) of large-scale fields and regional precipitation (e.g. the covariance matrix used in MCA is defined only over the 12mo seasonal cycle). The 50yr of actual, monthly data (retaining the annual cycle, but removing the grand mean) is then fed into the EDM as a predictor, and the predicted precipitation is averaged over each crop season. We then evaluate how interannual variations of predicted precipitation relate to interannual variations in actual precipitation (the annual cycle is removed prior to evaluating the skill of the annual cycle EDMs). No cross-validation is necessary here as the annual cycle that is used to train the downscaling technique is removed prior to evaluating the skill of the annual cycle EDMs in simulating interannual variability. These EDMs – trained only on the annual cycle – may show skill in predicting interannual variations in precipitation if the interannual variations are related to changes in timing of the seasonal cycle (e.g. timing of the monsoon).

3. Results

a. Aggregated results

We begin by discussing results aggregated over all of Indonesia. The average correlation (over all provinces) between the actual precipitation and the predicted (cross-validated) precipitation for the UDel precipitation estimate is shown in Fig. 4. Results are shown as a function of crop season, and as a function of the number of modes retained (see Fig. 4 caption). Fig. 4 demonstrates some common characteristics of the es-
timated precipitation. In general, the correlation increases from JFMA through SOND, with the highest average correlation occurring during SOND (the monsoon transition season). This is consistent with Haylock and McBride (2003), who find that precipitation is more coherent across stations during the dry season (JJA in their analysis) and transition season (SON in their analysis). Despite the better skill during the transition season the average correlation is not high: in the best case, average correlations are near $r = 0.6$. These features are generally true for all three downscaling methods, and for both UDel (Fig. 4) and Station (Fig. 5) precipitation estimates.

In general all three downscaling techniques have similar performance when at least two modes are used, indicating that the different large-scale predictor patterns share similar information. This is also shown in Table 3, which depicts the projection of the leading (unit length) spatial large-scale predictor pattern from each method onto the leading and second predictor patterns from each method, as a function of season. Table 3 uses patterns derived from the entire 50yr data set (no cross-validation is used in Table 3). For brevity, we show only the results from predictor set 4 (UWND). For JFMA and SOND the projections indicate that the spatial structure of the leading mode from any one method is very similar to the leading mode from any other method. The same is true for MCA and CCA during MJJA. In contrast, for the UWND predictor set the leading mode from MCA and CCA has a larger projection onto EOF2 than EOF1 for MJJA (further inspection shows that EOF1 is dominated by the trend, while EOF2 is dominated by ENSO). Inspection of Fig. 4 and 5 shows that for three of the predictor sets (SHUM, UWND, and UWND+SHUM, from further analysis) the leading
EOF mode (right panels) contributes very little to the mean correlation, although the leading MCA and CCA modes do (left and center panels, respectively). Because MCA and CCA are based on the covariance (or correlation) between the large-scale predictors and precipitation the unrelated large-scale variability captured by EOF1 is skipped over in these techniques.

The correlation between actual and estimated precipitation is mildly dependent on the number of modes used to reconstruct precipitation. Note that for CCA, the number of modes is limited by the number of EOFs retained in the EOF prefilter (Appendix B), which is between 2 and 3 for the UDel data, and between 1 and 6 for the Station data. Fig. 4 shows that in general for MCA and CCA, the first mode dominates the correlation skill (with the exception of JFMA, where there is little skill to begin with), with only mild improvements from remaining modes. Similar behavior is seen in the Station data. As discussed above, two modes are necessary for the EOF method during MJJA and SOND.

Fig. 6 highlights differences in results from different large scale predictors by stratifying results from the Station-based analysis as a function of method, predictor variable, and season. In general, all large-scale variables show comparable skill during SOND, with almost no distinction between the large-scale variables for the CCA technique during MJJA or SOND. It is also noteworthy that predictor sets that incorporate UWND (sets 4 and 5) show higher skill during JFMA than other predictor sets, for all techniques. Still, the the mean correlation during JFMA for predictor sets 4 and 5 is not high ($r \approx 0.4$).
b. Regional results

Spatial maps of the cross-validated correlation coefficient between actual and predicted precipitation [using the EOF method with predictor set 4 (UWND) and 2 modes] are shown as a function of crop season for the UDel (in Fig. 7) and Station (Fig. 8) precipitation data. The correlations tend to follow the seasonality of mean precipitation. During JFMA the Austral monsoon is at its peak, and there are no significant correlations in the UDel data over the southern-most islands in Indonesia. This is consistent with earlier findings that precipitation is not coherent during the height of the monsoon (Haylock and McBride 2003). Once the monsoon has begun, precipitation variability is likely dominated by meso- and synoptic scale weather events that have a weaker relationship with the large-scale, time-averaged flow. It is noteworthy that Fig. 8 shows statistically significant positive correlations in the Station data during JFMA over West and East Java, and over Bali, though these correlations are weak ($r \approx 0.4$). In fact, statistically significant correlations during the height of the wet season originate from predictor sets 4 and 5 (both incorporate UWND) in West Java, predictor set 4 (UWND) over East Java, and from predictor sets 1, 3, 4, and 5 (these incorporate SLP and UWND) in Bali. It is not clear whether the results from the UDel or Station-based analysis are closer to “truth”. The selective sampling for the Station-based precipitation product may bias the results to the more populated lowland areas, or it may provide a more homogeneous record that is less prone to discontinuities than the UDel data.
During MJJA correlations using the UDel or Station-based data are strongest in equatorial regions (southern Sumatra, Kalimantan, Sulawesi, and Maluku), and weakest in northern (Northern Sumatra) and southern (Java, Bali) regions. In general, equatorial locations tend to have a weaker seasonal cycle in precipitation, and may also be less influenced by seasonality of the large-scale monsoon. During MJJA Northern Sumatra and the southern islands (Java, Bali, Nusa Tenggara) are experiencing relative dry seasons (though dry season is much more pronounced in the southern islands than in Northern Sumatra). Reconstructions using other large-scale variables show similar features.

The largest mean correlations between predicted and actual rainfall during SOND occur over southern Indonesia (Java, Bali, Nusa Tenggara). At this time, correlation coefficients using the Station-based precipitation are large ($r = 0.7$). Correlation coefficients with the UDel data are not as large, as discussed above. In both cases, though, the large correlations suggest that there is a strong connection between the large-scale circulation and precipitation over southern Indonesia during the monsoon transition season. Mean monsoon onset dates range from late-October / early-November in Western Java to mid- to late-December in Bali and Nusa Tenggara (McBride 1998; Tanaka 1994; Hamada et al. 2002; Naylor et al. 2007). These regions also experience a large annual cycle in rainfall. Thus, rainfall variations during SOND are representative of variations in the timing of monsoon onset (Haylock and McBride 2003; Naylor et al. 2007). The large-scale circulation features that accompany monsoon onset are well suited for predicting these variations in the timing of the monsoon onset.
The islands of Java and Bali account for about 55% of the country’s total rice production and are thus watched most carefully from a food policy perspective. Agricultural data series for these regions are also longer and more complete than for other provinces in Indonesia, and rainfall-rice relationships on Java and Bali have been well established (Naylor et al. 2001). Thus, it is worth further examining the EDMs’ skill over these islands. The mean correlation coefficients between predicted and actual precipitation over Java and Bali (provinces 9-12 in Fig. 1 and Table 1) are shown in Fig. 9 (UDel precipitation) and Fig. 10 (station precipitation). In general, the EDMs show similar characteristics over Java and Bali as they do over all of Indonesia (compare with Fig. 4 and 5). Still, notable differences exist. In particular, the UDel based precipitation product exhibits almost no skill in estimating precipitation during JFMA (the peak of the Austral monsoon) for any method (for the Station based precipitation the average correlation coefficient over Java and Bali during JFMA is comparable to the average correlation over all of Indonesia). Also, the average correlation over Java and Bali using the UDel based precipitation during SOND (the transition season) is comparable to the average correlation over all of Indonesia, while the average correlation over Java and Bali in the Station based precipitation estimation is much higher than the average over all of Indonesia. Results over Java and Bali suggest that the large-scale flow is capable of predicting regional-scale precipitation variations associated with the timing of the monsoon onset. This has special relevance to rice production, as timing of rice planting is tied to the timing of the monsoon onset (Naylor et al. 2001).
c. **Downscaling Using the Seasonal Cycle**

The downscaling methodologies described above use EDMs that are developed around anomalies from a particular season. As such, these EDMs are unable to downscale the climatological annual cycle of precipitation, and are subject to inhomogeneities in the data from which they are constructed. Motivated by the seasonality in the mechanisms responsible for the variability in precipitation, and to test the impact of data inhomogeneity in EDM construction, we construct a series of EDMs that are trained on the 12mo annual cycle of precipitation and large-scale fields (i.e. covariance matrices and regression coefficients are estimated across the 12mo seasonal cycle with the grand mean removed). After the annual cycle is reconstructed at a regional scale, the grand mean for each region is added back to the downscaled precipitation. For brevity, we restrict the presentation of results to the EOF methodology using 3 modes.

Fig. 11 shows the annual cycle of actual and estimated precipitation averaged over Java and Bali. The actual and estimated precipitation are taken from the UDel based precipitation analysis. Also shown is the raw estimate of the annual cycle of precipitation for Java and Bali taken from the NCEP reanalysis (estimated at the nearest 2.5° by 2.5° grid point). The latter is shown as an example of the biases in model-based precipitation. Fig. 11 suggests that the downscaling methodology may provide a means for debiasing precipitation estimates from large-scale models (because the large scale predictor fields we use in the EDMs are also from the NCEP reanalysis). Indeed, Naylor *et al.* (2007) show this is the case. Not surprisingly, percent errors (calculated
as the difference between predicted and observed precipitation, divided by observed precipitation for a given month) are largest in magnitude during the dry season (when precipitation rates are low), and are smallest during the wet season. Given the importance of the timing of monsoon onset, it is reassuring to see that the EDM estimates of the annual cycle are quite close to reality during the transition season (Oct.-Dec.). Results for the Station based precipitation data (not shown) are similar to those for the UDel precipitation data. Inspection of other regions (not shown) indicates that the debiasing effect is slightly less effective in regions with a strong semi-annual cycle (e.g. Aceh and West Sumatra), but in all regions the downscaled annual cycle is in much better agreement with the original UDel estimate than is the NCEP reanalysis estimate. Naylor et al. (2007) have extended the use of the annual-cycle based EDMs to show that they are an effective means of downscaling and debiasing climate projections from the suite of models that contributed to the World Climate Research Programme’s Coupled Model Intercomparison Project phase 3 (CMIP3) multi-model dataset.

Precipitation variability over Indonesia is strongly related to the timing of the monsoon – a feature that should be captured in the annual cycle. Thus, we investigate the skill with which the annual cycle based EDMs are able to reproduce the *seasonal variations* of precipitation over Indonesia. In the case of the EOF methodology, we obtain the EOFs and PCs of the annual cycle of large-scale fields, and compute regression coefficients of the annual cycle of precipitation onto those PCs. Next, the seasonal anomalies are projected onto the annual cycle EOFs to produce a set of seasonal predictor expansion coefficients, which are then multiplied by their associated regional map of
regression coefficients to produce an estimate of seasonal variations in regional precipitation. The mean correlation between the actual and estimated precipitation for the EDM constructed using the annual cycle of the Station-based precipitation is shown in Fig. 12. For the most part, the EDMs perform much more poorly than their counterparts based on seasonal anomalies, with significant skill coming only from predictor sets 1 and 3 (both involve SLP) and only during MJJA and SOND (dry and transition seasons). Estimates that use UWND as a predictor (sets 4 and 5) show quite poor skill for variability, though these same EDMs perform quite well when estimating the annual cycle. The skill in variable sets 1 and 3 in Fig. 12 suggests that during the dry and transition seasons, year-to-year variations in precipitation and SLP arise through variations in the timing or amplitude of the seasonal cycle.

The spatial distribution of annual cycle based EDM skill is shown in Fig. 13, which can be directly compared to Fig. 8. In general the correlations are weaker using the annual cycle based EDMs, especially during JFMA (monsoon season) when there is almost no skill. However, there is still considerable skill over the equatorial regions and southern islands during MJJA and SOND, with correlations of $r = 0.65$ over Java. Again, the timing and regional dependence shown in Fig. 13 suggests that the physical processes that govern year-to-year precipitation variations produce variations in the timing or amplitude of the seasonal cycle.
4. Attribution and Discussion

In this section, we discuss the results presented above, as well as possible applications of the EDMs to output from global climate models.

*Why the EDMs perform well over Indonesia: the annual cycle.* The annual cycle based EDMs are an effective means of debiasing the modelled annual cycle of precipitation over Indonesia because the annual cycle of precipitation is strongly related to large-scale circulation and humidity. These latter fields are generally better represented in models than regional-scale, or even large-scale precipitation. For regions where precipitation variations are tightly connected to the annual cycle, the annual cycle based EDMs are also capable of characterizing the interannual variability in precipitation, suggesting that these interannual variations are related to changes in the timing and amplitude of the seasonal cycle. Results from the annual cycle based EDMs also confirm that these methods may be useful for debiasing model-based estimates of precipitation over Indonesia, or wherever there is a strong relationship between the annual cycle of precipitation and the large-scale circulation.

*Why the EDMs perform well over Indonesia: the interannual variability.* Fig. 6 shows that the highest correlations between predicted and actual precipitation in the Station based precipitation analysis occurs for predictor sets 3, 4, and 5 (SLP+SHUM, UWND, and UWND+SHUM). Furthermore, Fig. 5 shows that most of that predictability is due to the leading mode from any analysis. Thus, it is worth investigating the large-scale conditions associated with that leading statistical mode of variability. Fig. 14
shows the correlation map of SST, SLP, 850 mb zonal wind, and regional precipitation with the leading principal component of the UWND field (predictor set 4) for SOND. The spatial structure of the correlation maps bear a strong resemblance to the structure of an El Niño event (a positive ENSO event) during SOND. The SST pattern has been discussed in relation to Indonesian precipitation (Haylock and McBride 2003; Aldrian and Sustanto 2003; Hendon 2003; McBride et al. 2003). The SLP pattern bears the signature of the Southern Oscillation (Walker and Bliss 1932) with low pressure over the eastern equatorial Pacific ocean and high pressure over the western Pacific Ocean, Indonesia, and the Indian Ocean. The Southern Oscillation has been shown to be a reasonable predictor of annual (July-June) precipitation by Hastenrath (1987). The lower-level zonal wind depicts a characteristic relaxation of the climatological trades around the dateline, and anomalous divergence (at least in the zonal component of the flow) over Indonesia. This divergence signifies a shift in the ascending branch of the Walker circulation, and as such it is not surprising that the correlation coefficients between PC1 and precipitation over Indonesia are large and negative.

Why the EDMs perform well over Indonesia: long-term trends. Fig. 15 shows the relationship between the large-scale flow and Indonesian precipitation during MJJA. Plotted are the time series of mean Station based precipitation over all of Indonesia (PR), the Niño3.4 index with polarity reversed (N34; this index is a good measure of ENSO variability, and is defined as SST averaged over 170° W – 120° W, 5° S – 5° N), and the leading two principal components of SLP (predictor set 1) during MJJA (PC1 and PC2). Visual inspection shows a strong relationship between the
time series of mean precipitation and ENSO events (warm ENSO events – El Niño’s – are associated with dry conditions during this season), as discussed earlier. Fig. 15 also shows a significant drying trend in precipitation over Indonesia. PC1 and PC2 are closely related to the long term trend in SLP and variations in ENSO, both of which contribute to precipitation variations. The mean correlation between the trend and station precipitation over Indonesia is $r \approx 0.3$, while the mean correlation of N34 with station precipitation is $r = 0.4$. Combined, the trend and N34 produce a mean correlation of $r \approx 0.51$ (note that the trend is nearly uncorrelated with N34; $r \approx 0.1$), and the combined PC1 and PC2 produce a mean correlation of $r \approx 0.56$. This highlights that both the long-term trend and the interannual variability of ENSO are important for linking the large-scale circulation with regional precipitation variations. Similar arguments can be made for other predictor sets.

**Employing the EDMs for downscaling and debiasing output from the climate models (GCMs).** An underlying motivation for the present study was to develop techniques to downscale and debias estimates of precipitation from the global climate models in the World Climate Research Programme’s Coupled Model Intercomparison Project phase 3 (CMIP3) multi-model dataset (Meehl et al. 2007). Naylor et al. (2007) apply the annual-cycle based EDMs derived in this study (trained on the NCEP reanalysis) to GCM output from the CMIP3 archive and find a considerable reduction in bias from the model simulated precipitation. The bias reduction indicates that the large-scale fields are better simulated than precipitation – not surprising given difficulties in parameterizing tropical convection in those models. The results also suggest that this
technique may be generally applicable as a bias-reduction technique in other areas of the tropics where precipitation is closely tied to the large-scale circulation.

It is clear from Sec. 3 that the EDMs are skillful in downscaling and debiasing interannual variations in regional precipitation from large-scale circulation fields. It is not clear, however, that the most skillful EDM in linking the observed large scale fields to the regional precipitation is also the best EDM for mapping the large scale fields output from the GCMs to regional precipitation. For example, the UWND fields that comprise the predictor fields from the observations tend to have fine-scale spatial structure that is difficult to capture in the GCMs. As a result, when fed output from the GCMs, EDMs based on the observed UWND produce larger biases (for interannual variations) in downscaled precipitation than EDMs based on SLP (not shown). In contrast, the UWND-based EDMs do a good job in debiasing the seasonal cycle.

The strong relationship between ENSO and precipitation over Indonesia suggests that for practical purposes, a simple model that relates Indonesian precipitation to the state of ENSO would suffice for producing a regional estimate of year-to-year precipitation variations. We note, however, that the current generation of coupled general circulation models have serious biases in simulating details of ENSO variability, including biases in the structure, amplitude, and periodicity of ENSO events. In some cases, these biases will also translate to biases in the large-scale predictor fields used to train the EDMs in this analysis. Naylor et al. (2007) addressed this issue by using the annual cycle based EDMs to debias the seasonal cycle of precipitation from the CMIP3 models. ENSO variability was incorporated into their estimate through simply adding
observed ENSO variations to the reconstructed seasonal cycle. While that approach ignores any possible changes in ENSO variability with climate change, the serious biases in simulations of ENSO variability in those models justify the methodology.

5. Conclusions and Discussion

Statistical techniques are used to downscale features of the large-scale circulation to regional precipitation over Indonesia. Three different techniques are tested (MCA, CCA, and EOF / regression analysis), using five different combinations of large-scale predictors. Results show that there is skill in downscaling large-scale conditions to regional-scale precipitation, though the skill varies with region, season and large-scale predictor. The following major results are found:

- The strongest relationship between the large-scale circulation and regional precipitation is found over Java, Bali, and the Indonesian Archipelago during the monsoon “transition” season (Sep-Dec). There is a weak to modest relationship in this region during the dry season (May-Aug), and during the wet (Jan-Apr) season results are conflicting across two different precipitation data sets. In the wet season, large-scale zonal wind variations show the strongest relationship with regional precipitation over this region.

- In northern provinces (especially northern Sumatra, Kalimantan, and Sulawesi) the strongest relationship between the large-scale circulation and regional pre-
cipitation occurs during the wet season. There is little to no skill in Northern
Sumatra during the dry or transition seasons. Skill in southern Sumatra and
Kalimantan tends to track skill in Java, Bali, and the Indonesian archipelago.

- The skill of the downscaling method does not depend sensitively on the method
tested. This is not overly surprising as EOF, MCA, and CCA methodologies are
all similar in their construction and methodologies.

- Downscaling methodologies that are trained on the annual cycle are an effective
means of debiasing the seasonal cycle of precipitation on a regional scale in In-
donisia. The annual cycle based downscaling models that incorporate SLP as a
predictor are also capable of reconstructing interannual precipitation variations
over much of Indonesia during the dry and transition seasons.

- Attempts to attribute skill in the downscaling methods identified ENSO and a
long-term trend as important predictors for regional precipitation.

- A new, provincial scale, station-based precipitation data set was developed for
investigating relationships between precipitation, rice production, and the large-
scale circulation over Indonesia (Appendix A).

Results from this study indicate that empirical downscaling techniques are useful
for producing downscaled and debiased estimates of precipitation variations, as well as
estimates of the annual cycle of precipitation, using features of the large-scale circulation
over Indonesia. These EDMs have also been used to downscale and debias precipitation
from large-scale fields output by the current generation of global climate models (in the CMIP3 record; Naylor et al. 2007). Results herein, and in that study, suggest that these techniques may be useful wherever regional precipitation variations are strongly related to the large-scale circulation.

The purpose of this study was to document the skill of empirical downscaling techniques in relating the large-scale circulation to regional precipitation variations over Indonesia. The study emerged as part of a larger project to assess the impacts of ENSO variations and global climate change on rice production in Indonesia. The original intent of the downscaling models in that context was to debias and downscale results from global general circulation models (especially the CMIP3 archive) to a regional scale. This context has shaped many aspects of this study (for example the large simulation biases in the tropical hydrological cycle of those models have led us to ignore large-scale precipitation as a potential predictor of regional-scale precipitation - large scale, satellite-based precipitation products may show more skill). Almost certainly other efforts at downscaling precipitation over Indonesia or other tropical regions will find other techniques and large-scale predictor variables that more closely suit the particular purpose for those downscaling activities. However, we do expect the general results of this study to be broadly applicable and informative for those efforts.
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APPENDIX A

Methodology for Station-based Precipitation

Station data for the second regional precipitation data set is based on available station data from the GHCN and GSOD data, and the NOAA/NCEP Climate Prediction Center reported precipitation (obtained under the name “NOAA NCEP CPC EVE” from the LDEO INGRID; Ropelewski et al. (1985)). Over Indonesia, the GHCN inventory has observations from 1864 (Jakarta Observatory) to present; we use data from 1950-1999. The GHCN data inventory contains observations from 484 different stations, though station coverage is not consistent throughout the period considered in our analysis. In particular, GHCN station coverage drops markedly in 1976 (Fig. 2), and is almost completely absent by 1990 (there are only a few stations with any data at all beyond 1990). The GSOD data inventory contains data from 116 stations over Indonesia, and is available from 1979-1996 (temporal coverage is variable); we use the “estimated precipitation” rather than the “total precipitation” reported in the GSOD data, though differences between the two are minor. The GSOD data set also reports the number of days each month in which a precipitation observation was recorded. In general (and for the stations we select) data coverage is good, though there are some time periods with few observations per month, especially in the early 1990s. We do not
attempt to control for the number of observations each month. The CPC data inventory contains observations from 129 stations from August 1982 through the present, and we use data through 1999 (temporal coverage is variable). We use the total precipitation provided by this data set. All data were obtained from the LDEO INGRID.

In order to construct a homogeneous data set for investigating precipitation variations over the period 1950-1999, we combine data from the three precipitation data inventories described above. We used the following methodology to identify common station observations from the three different data inventories. First, we identified stations that had the same five-digit WMO station number. This resulted in a nearly seamless combination of the GSOD and CPC data inventories. In the GHCN inventory it was found that many stations had the same WMO station number and were distinguished by a different three-digit modifier (NCDC 2007). In these cases, we classified two stations (from two different data inventories) as identical when any of the following criteria were met (many stations met all of these criteria): the stations have the same station name (including different spellings), the same location (latitude and longitude within a tenth of a degree), and / or a high correlation between data points that were common to both records. Finally, all station records were visually examined, and a final decision to combine records was made when clear discrepancies between data from different inventories were small (e.g. large changes in the mean, annual cycle, or variance were not obvious). Of the several hundred stations examined, there were on the order of twenty (or so) instances where the designation of identical stations was not clear; in these cases we did not designate the two stations as identical. When multiple stations
were classified as identical, the station data were averaged together (the averaging was applied only to dates with reported data in more than one station inventory; for dates with only one inventory reporting, the available data were taken as is). Stations that were not classified as identical were retained as independent station records.

The combined records from the three inventories resulted in a new data inventory containing 531 stations with reported data. Of these stations, we retain only the 71 stations with more than thirty years with reported data (this data need not be continuous). These station locations are plotted as open circles in Fig. 1b, and a timeline of the number of stations with reported data is shown as dark shading in Fig. 2. The station coverage is relatively sparse outside of Java and Bali, with some provinces retaining no station records at all (see also Table 1).

Finally, a provincial-scale data set is constructed from the 71 retained station records. There are numerous ways to combine data from different stations in the same province, each with its own set of disadvantages. It was found that a simple average of data from different stations yielded a time series with non-stationary characteristics as stations with missing data are introduced or eliminated from the average. Thus, we (i) standardized all station time series within a given province by removing the mean and dividing by the standard deviation, (ii) averaged the standardized time series together, (iii) multiplied the resulting single time series for each province by the average standard deviation of precipitation over all stations in that province, and (iv) added the mean precipitation over all original time series in that province to the single provincial time series. This resulted in provincial time series with much more stationary characteristics,
but also occasionally resulted in negative precipitation reported for a province, especially during the dry season. As this study focuses on explaining precipitation variance using the large-scale circulation as a predictor, we retain the negative precipitation values.

APPENDIX B

**Statistical downscaling methodology**

The first technique, EOF analysis with linear regression, involves decomposing the predictor field into a set of spatial patterns (EOFs $p_i$) and temporal expansion coefficients (PCs $z_i$). Linear regression of the predictand field onto each principal component yields spatial maps of regression coefficients ($q_i$) that can be used to reconstruct the predictand. Given a new map $x$ of the predictor at some time $t$, a spatial map of the predictand ($\hat{y}$) can be obtained via:

$$\hat{y} = \sum_{i=1}^{M} \langle x, p_i \rangle q_i$$  \hspace{1cm} (B1)

where $M$ is the number of retained EOF modes, and $\langle x, p_i \rangle$ is the projection of $x$ onto the $i$'th predictor EOF pattern. For the EOF based EDM, each different field in the predictor data set is scaled to have equal variance so that all fields are weighted equally.
(i.e., for predictor set 3, SLP and SHUM are scaled so that each field has the same total variance).

MCA is a technique that identifies patterns in two different fields that explain the maximum amount of squared covariance between the two fields. Again, in this technique each field in the predictor data set is scaled to have equal variance so that all fields are weighted equally. MCA is performed by applying singular value decomposition (SVD) to the temporal covariance matrix between the predictor and predictand fields, resulting in a set of paired spatial maps of the predictor ($p_i$) and predictand ($q_i$), and an associated singular value ($\sigma_i$). Each pair of patterns can be projected onto the original data to generate a predictor ($a_i$) and predictand ($b_i$) temporal expansion coefficient with covariance $\sigma_i$. Given a new map $x$ of the predictand at some time $t$, a spatial map of the predictand ($\hat{y}$) can be obtained via linear regression:

$$\hat{y} = \sum_{i=1}^{M} \frac{\sigma_i \langle x, p_i \rangle}{\text{var}(a_i(t))} q_i$$

(B2)

where $M$ is the number of retained singular vectors, and $\langle x, p_i \rangle$ is the projection of $x$ onto the $i$'th predictor singular vector.

The last technique considered here, CCA, is similar to MCA in that it identifies pairs of patterns between two different data sets, but differs from MCA in that it maximizes the squared correlation between the two data sets. As with MCA and EOF techniques, each field in the predictor data set is scaled to have equal variance so that all fields are initially weighted equally. An EOF prefilter is applied to the predictor and predictand fields prior to performing CCA to ensure that the analysis does not produce spuriously
localized maps. In this study, the EOF prefilter is used to retain the fewest PCs that explain at least 80% of the variance of each field (this amounted to between three to six principal components for the precipitation fields). Singular value decomposition is then applied to the correlation matrix between the retained PCs, yielding pairs of canonical correlation patterns (in EOF space) for the predictor and predictand ($p_i$ and $q_i$), an associated canonical correlation ($C_i$), and temporal expansion coefficients ($a_i$ and $b_i$).

Given a spatial pattern $x$ from the predictor field, a prediction $\hat{y}$ is obtained via:

$$\hat{y} = \sum_{i=1}^{M} \left[ \left( \sum_{j=1}^{N_x} \frac{\langle x, e^x_j \rangle}{\sqrt{\lambda^x_j}} p_i(j) \right) C_i \left( \sum_{k=1}^{N_y} \sqrt{\lambda^y_k} e^y_k q_i(k) \right) \right]$$

(B3)

where $e^x_j$ and $e^y_k$ are unit-length eigenvectors of the predictor and predictand fields (from the EOF prefilter), $\lambda^x_j$ and $\lambda^y_k$ are the associated eigenvalues, and $N_x$ and $N_y$ are the number of retained EOFs from the prefilter.
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1. (a) Provincial scale over which precipitation observations are aggregated. Each number corresponds to the corresponding numbered region in Table 1. (b) Distribution of station precipitation observations. Grey dots indicate all station locations (after combination of the GHCN, GSOD, and EVE inventories) and dark black circles correspond to locations of stations that contribute to the station-based provincial precipitation estimate [these stations have more than 30 yr of reported monthly precipitation (not necessarily contiguous)]. Grid boxes in (b) reflect the 0.5° resolution of the UDel precipitation product.

2. Number of stations from all three data inventories reporting monthly precipitation from 1950-1999. Light shading indicates the number of stations that reported precipitation for the given month; dark shading (thick black line) indicates the number of stations with >30yr of existing observations, that reported precipitation for a given month; the dashed black line shows the number of stations with reported precipitation for a given month from the GHCN inventory (thus, the difference between the grey shaded curve and the dashed black line indicates the number of stations with reported precipitation from the GSOD and EVE inventories).
Four different estimates of precipitation (mm day\(^{-1}\)) over the islands of Java and Bali. The first and second curves are obtained as an average over regions 9-12 (Table 1). The third curve is taken from a satellite-based estimate of precipitation from the CPC (IRI / LDEO 2007). The bottom curve is from the NCEP reanalysis. For the bottom two curves, the average is taken over all grid points over the islands of Java and Bali.

Mean correlation between predicted (cross-validated) and observed precipitation anomalies (as a function of method, crop season, and number of retained modes) over all of Indonesia, for the UDel data. Correlations are calculated on the provincial scale and then averaged over all provinces to create the all-Indonesia correlation. The three panels depict results for the MCA (left), CCA (middle) and EOF (right) methods. In each panel, results are shown for JFMA, MJJA, and SOND. Black circles, dark grey boxes, grey triangles, and light grey plus-signs refer to reconstructions using 1, 2, 3, and 4 modes, respectively. The correlation is plotted for each of the five EDMs, based on the five different predictor fields (Table 2). For example, the correlation using the MCA technique for SOND using one mode (panel a, SOND, black circles) ranged from about 0.18 to 0.53 for the five different predictor data sets.

As in Fig. 4, except for the Station data.
Mean correlation between predicted (cross-validated) and observed precipitation anomalies (as a function of method, variable, and crop season) for the EDMs calculated using the station data. Correlations are calculated on the provincial scale and then averaged over all provinces to create the all-Indonesia correlation. Precipitation estimates are made using 2 modes, except in cases where the prefilter for CCA retains only one mode. The three panels depict results for the MCA (left), CCA (middle) and EOF (right) methods. For each panel, variable set 1-5 refer to large-scale predictions made with SLP, SHUM, SLP+SHUM, UWND, and UWND+SHUM, respectively. Black circles, dark grey boxes, and grey triangles, depict results for JFMA, MJJA, and SOND, respectively.

Correlation (radius of circles; see scale on figure) between the predicted (cross-validated) and actual precipitation anomalies as a function of crop season, for the EDMs constructed from the UDel precipitation data, and using the EOF methodology with predictor set 4 (UWND) and 2 modes. The top, middle, and bottom panels show results for JFMA, MJJA, and SOND. Dark (light) grey circles indicate positive (negative) correlations. Statistically significant correlations are outlined in black.

As in Fig. 7, except for the Station-based precipitation.
Mean correlation between predicted (cross-validated) and observed precipitation anomalies (as a function of method, crop season, and number of retained modes) over Java and Bali, for the UDel data. Correlations are calculated on the provincial scale and then averaged over Java and Bali (provinces 9-12 in Fig. 1 and Table 1). The three panels depict results for the MCA (left), CCA (middle) and EOF (right) methods. In each panel, results are shown for JFMA, MJJA, and SOND. Black circles, dark grey boxes, grey triangles, and light grey plus-signs refer to reconstructions using 1, 2, 3, and 4 modes, respectively. As in Fig. 4, correlations are plotted for each of the five EDMs, based on the five different predictor fields (Table 2).

As in Fig. 9, except for the Station data.

Reconstructed annual cycle (repeated) of UDel precipitation averaged over Java and Bali (provinces 9-12 from Fig. 1 and Table 1). (a) Annual cycle of precipitation from the UDel based precipitation (thick solid black line), the NCEP reanalysis (thick dashed line), and individually downscaled estimates using EOF methodology applied to the annual cycle from predictor variable sets 1-5 (thin grey lines). (b) Percent difference between UDel based annual cycle of precipitation, and NCEP estimate (thick dashed line) or downscaled estimates (thin grey lines).
Mean correlation between predicted and actual precipitation anomalies (as a function of variable and crop season) for the Station data. Correlations are calculated on the provincial scale and then averaged over all provinces to obtain the all-Indonesia correlation. Precipitation estimates are made using the EOF methodology applied to the annual cycle, retaining 3 modes. Variable sets 1-5 refer to large-scale predictions made with SLP, SHUM, SLP+SHUM, UWND, and UWND+SHUM, respectively. Black circles, dark grey boxes, and grey triangles, depict results for JFMA, MJJA, and SOND, respectively.

Correlation (radius of circles; see scale on figure) between the predicted and actual precipitation *anomalies* as a function of crop season, for the Station precipitation data, using the EOF methodology applied to the annual cycle, with predictor set 1 (SLP) and 3 modes. The top, middle, and bottom panels show results for JFMA, MJJA, and SOND. Dark (light) grey circles indicate positive (negative) correlations. Statistically significant correlations are outlined in black.
Contours (contour interval 0.2) of the correlation of UWND PC1 (predictor set 4) for SOND with (a) SST, (b) SLP, (c) 850mb UWND, and (d) regional Station based precipitation. In panels (a)-(c), Solid contours denote positive correlations, dashed contours denote negative correlations, and the zero line is shown as a thick black line. In panel (d) correlations are proportional to the radius of the circle (see scale on figure); dark (light) grey circles indicate positive (negative) correlations (all provinces except Aceh are negatively correlated with PC1), and statistically significant correlations are outlined in black. The UWND PC1 is taken from the full 50 yr of data (not cross-validated).

Standardized time series from MJJA: (PR) mean Station based precipitation over all of Indonesia, (-1 × N34) -1 times the Niño3.4 index, (PC1) the leading PC of SLP (predictor set 1) from MJJA, and (PC2) the second PC of SLP (predictor set 1) from MJJA. For each time series, the trend over 1950-1999 is plotted as a dashed line.
Fig. 1. (a) Provincial scale over which precipitation observations are aggregated. Each number corresponds to the corresponding numbered region in Table 1. (b) Distribution of station precipitation observations. Grey dots indicate all station locations (after combination of the GHCN, GSOD, and EVE inventories) and dark black circles correspond to locations of stations that contribute to the station-based provincial precipitation estimate [these stations have more than 30 yr of reported monthly precipitation (not necessarily contiguous)]. Grid boxes in (b) reflect the 0.5° resolution of the UDel precipitation product.
Fig. 2. Number of stations from all three data inventories reporting monthly precipitation from 1950-1999. Light shading indicates the number of stations that reported precipitation for the given month; dark shading (thick black line) indicates the number of stations with >30yr of existing observations, that reported precipitation for a given month; the dashed black line shows the number of stations with reported precipitation for a given month from the GHCN inventory (thus, the difference between the grey shaded curve and the dashed black line indicates the number of stations with reported precipitation from the GSOD and EVE inventories).
Fig. 3. Four different estimates of precipitation (mm day$^{-1}$) over the islands of Java and Bali. The first and second curves are obtained as an average over regions 9-12 (Table 1). The third curve is taken from a satellite-based estimate of precipitation from the CPC (IRI / LDEO 2007). The bottom curve is from the NCEP reanalysis. For the bottom two curves, the average is taken over all grid points over the islands of Java and Bali.
Fig. 4. Mean correlation between predicted (cross-validated) and observed precipitation anomalies (as a function of method, crop season, and number of retained modes) over all of Indonesia, for the UDel data. Correlations are calculated on the provincial scale and then averaged over all provinces to create the all-Indonesia correlation. The three panels depict results for the MCA (left), CCA (middle) and EOF (right) methods. In each panel, results are shown for JFMA, MJJA, and SOND. Black circles, dark grey boxes, grey triangles, and light grey plus-signs refer to reconstructions using 1, 2, 3, and 4 modes, respectively. The correlation is plotted for each of the five EDMs, based on the five different predictor fields (Table 2). For example, the correlation using the MCA technique for SOND using one mode (panel a, SOND, black circles) ranged from about 0.18 to 0.53 for the five different predictor data sets.
Fig. 5. As in Fig. 4, except for the Station data.
**Fig. 6.** Mean correlation between predicted (cross-validated) and observed precipitation anomalies (as a function of method, variable, and crop season) for the EDMs calculated using the station data. Correlations are calculated on the provincial scale and then averaged over all provinces to create the all-Indonesia correlation. Precipitation estimates are made using 2 modes, except in cases where the prefilter for CCA retains only one mode. The three panels depict results for the MCA (left), CCA (middle) and EOF (right) methods. For each panel, variable set 1-5 refer to large-scale predictions made with SLP, SHUM, SLP+SHUM, UWND, and UWND+SHUM, respectively. Black circles, dark grey boxes, and grey triangles, depict results for JFMA, MJJA, and SOND, respectively.
Fig. 7. Correlation (radius of circles; see scale on figure) between the predicted (cross-validated) and actual precipitation anomalies as a function of crop season, for the EDMs constructed from the UDel precipitation data, and using the EOF methodology with predictor set 4 (UWND) and 2 modes. The top, middle, and bottom panels show results for JFMA, MJJA, and SOND. Dark (light) grey circles indicate positive (negative) correlations. Statistically significant correlations are outlined in black.
Fig. 8. As in Fig. 7, except for the Station-based precipitation.
Fig. 9. Mean correlation between predicted (cross-validated) and observed precipitation anomalies (as a function of method, crop season, and number of retained modes) over Java and Bali, for the UDel data. Correlations are calculated on the provincial scale and then averaged over Java and Bali (provinces 9-12 in Fig. 1 and Table 1). The three panels depict results for the MCA (left), CCA (middle) and EOF (right) methods. In each panel, results are shown for JFMA, MJJA, and SOND. Black circles, dark grey boxes, grey triangles, and light grey plus-signs refer to reconstructions using 1, 2, 3, and 4 modes, respectively. As in Fig. 4, correlations are plotted for each of the five EDMs, based on the five different predictor fields (Table 2).
Fig. 10. As in Fig. 9, except for the Station data.
Fig. 11. Reconstructed annual cycle (repeated) of UDel precipitation averaged over Java and Bali (provinces 9-12 from Fig. 1 and Table 1). (a) Annual cycle of precipitation from the UDel based precipitation (thick solid black line), the NCEP reanalysis (thick dashed line), and individually downscaled estimates using EOF methodology applied to the annual cycle from predictor variable sets 1-5 (thin grey lines). (b) Percent difference between UDel based annual cycle of precipitation, and NCEP estimate (thick dashed line) or downscaled estimates (thin grey lines).
**Fig. 12.** Mean correlation between predicted and actual precipitation anomalies (as a function of variable and crop season) for the Station data. Correlations are calculated on the provincial scale and then averaged over all provinces to obtain the all-Indonesia correlation. Precipitation estimates are made using the EOF methodology applied to the annual cycle, retaining 3 modes. Variable sets 1-5 refer to large-scale predictions made with SLP, SHUM, SLP+SHUM, UWND, and UWND+SHUM, respectively. Black circles, dark grey boxes, and grey triangles, depict results for JFMA, MJJA, and SOND, respectively.
Fig. 13. Correlation (radius of circles; see scale on figure) between the predicted and actual precipitation anomalies as a function of crop season, for the Station precipitation data, using the EOF methodology applied to the annual cycle, with predictor set 1 (SLP) and 3 modes. The top, middle, and bottom panels show results for JFMA, MJJA, and SOND. Dark (light) grey circles indicate positive (negative) correlations. Statistically significant correlations are outlined in black.
**Correlations with UWND PC1**
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**Fig. 14.** Contours (contour interval 0.2) of the correlation of UWND PC1 (predictor set 4) for SOND with (a) SST, (b) SLP, (c) 850mb UWND, and (d) regional Station based precipitation. In panels (a)-(c), Solid contours denote positive correlations, dashed contours denote negative correlations, and the zero line is shown as a thick black line. In panel (d) correlations are proportional to the radius of the circle (see scale on figure); dark (light) grey circles indicate positive (negative) correlations (all provinces except Aceh are negatively correlated with PC1), and statistically significant correlations are outlined in black. The UWND PC1 is taken from the full 50 yr of data (not cross-validated).
Fig. 15. Standardized time series from MJJA: (PR) mean Station based precipitation over all of Indonesia, \((-1 \times N34)\) -1 times the Niño3.4 index, (PC1) the leading PC of SLP (predictor set 1) from MJJA, and (PC2) the second PC of SLP (predictor set 1) from MJJA. For each time series, the trend over 1950-1999 is plotted as a dashed line.
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Table 1. Provinces in Indonesia considered in this analysis, and characteristics of data coverage. “Station” lists the number of stations with >30 yr reported data from the combined station inventories; the total number of stations with any data at all in the combined station inventories is listed in parentheses; the number of months with reported data is listed in brackets. “UDel” lists the number of 0.5×0.5° points in each province, from the UDel data. \( r(\text{UD, Stat}) \) is the correlation between the UDel and Station-based precipitation estimate (annual cycle has not been removed).

<table>
<thead>
<tr>
<th>Province Name</th>
<th>Station: ( &gt;30\text{yr (Total [N mo]} )</th>
<th>UDel</th>
<th>( r(\text{UD, Stat}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Aceh</td>
<td>3 (16) [563]</td>
<td>20</td>
<td>0.63</td>
</tr>
<tr>
<td>2. North Sumatra</td>
<td>2 (25) [597]</td>
<td>23</td>
<td>0.63</td>
</tr>
<tr>
<td>3. West Sumatra</td>
<td>0 (5) [0]</td>
<td>16</td>
<td>–</td>
</tr>
<tr>
<td>4. Riau</td>
<td>3 (9) [585]</td>
<td>32</td>
<td>0.74</td>
</tr>
<tr>
<td>5. Jambi</td>
<td>2 (6) [588]</td>
<td>16</td>
<td>0.69</td>
</tr>
<tr>
<td>6. South Sumatra</td>
<td>2 (7) [600]</td>
<td>32</td>
<td>0.68</td>
</tr>
<tr>
<td>7. Bengkulu</td>
<td>0 (3) [0]</td>
<td>5</td>
<td>–</td>
</tr>
<tr>
<td>8. Lampung</td>
<td>0 (0) [0]</td>
<td>11</td>
<td>–</td>
</tr>
<tr>
<td>9. West Java (incl. Jakarta)</td>
<td>11 (77) [600]</td>
<td>16</td>
<td>0.85</td>
</tr>
<tr>
<td>10. Central Java (incl. Jogyakarta)</td>
<td>6 (75) [591]</td>
<td>12</td>
<td>0.89</td>
</tr>
<tr>
<td>11. East Java</td>
<td>5 (80) [600]</td>
<td>16</td>
<td>0.86</td>
</tr>
<tr>
<td>12. Bali</td>
<td>1 (20) [594]</td>
<td>2</td>
<td>0.77</td>
</tr>
<tr>
<td>13. West Nusa Tenggara</td>
<td>2 (17) [578]</td>
<td>5</td>
<td>0.83</td>
</tr>
<tr>
<td>14. East Nusa Tengara</td>
<td>4 (23) [598]</td>
<td>16</td>
<td>0.85</td>
</tr>
<tr>
<td>15. West Kalimantan</td>
<td>3 (14) [600]</td>
<td>50</td>
<td>0.75</td>
</tr>
<tr>
<td>16. Central Kalimantan</td>
<td>1 (13) [559]</td>
<td>51</td>
<td>0.64</td>
</tr>
<tr>
<td>17. South Kalimantan</td>
<td>1 (11) [565]</td>
<td>15</td>
<td>0.66</td>
</tr>
<tr>
<td>18. East Kalimantan</td>
<td>2 (19) [596]</td>
<td>64</td>
<td>0.56</td>
</tr>
<tr>
<td>19. North Sulawesi</td>
<td>2 (13) [595]</td>
<td>8</td>
<td>0.59</td>
</tr>
<tr>
<td>20. Central Sulawesi</td>
<td>1 (15) [367]</td>
<td>16</td>
<td>0.43</td>
</tr>
<tr>
<td>21. South Sulawesi</td>
<td>1 (29) [584]</td>
<td>21</td>
<td>0.47</td>
</tr>
<tr>
<td>22. Southeast Sulawesi</td>
<td>2 (6) [590]</td>
<td>11</td>
<td>0.68</td>
</tr>
<tr>
<td>23. Maluku</td>
<td>5 (25) [596]</td>
<td>26</td>
<td>0.59</td>
</tr>
<tr>
<td>24. Papua</td>
<td>12 (25) [599]</td>
<td>139</td>
<td>0.55</td>
</tr>
</tbody>
</table>
Table 2. Large-scale variable sets used for downscaling precipitation.

<table>
<thead>
<tr>
<th>Variable Set</th>
<th>Physical Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Sea Level Pressure (SLP)</td>
<td>Southern Oscillation, Large-scale monsoon</td>
</tr>
<tr>
<td>2 850mb Specific Humidity (SHUM)</td>
<td>Hydrological cycle</td>
</tr>
<tr>
<td>3 SLP+SHUM</td>
<td>See Variable Sets 1 &amp; 2</td>
</tr>
<tr>
<td>4 850mb and 200mb Zonal Wind (UWND)</td>
<td>Large-scale monsoon shear line</td>
</tr>
<tr>
<td>5 UWND+SHUM</td>
<td>See Variable Sets 2 &amp; 4</td>
</tr>
</tbody>
</table>
Table 3. Projection of the leading (unit length) UWND predictor pattern from each downscaling method (MCA, CCA, EOF) onto the leading and second predictor pattern from each method, as a function of season. Spatial patterns are taken from the full (not cross-validated) 50-yr data.

<table>
<thead>
<tr>
<th>Season 1 (JFMA)</th>
<th>MCA1</th>
<th>CCA1</th>
<th>EOF1</th>
<th>MCA2</th>
<th>CCA2</th>
<th>EOF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCA1</td>
<td>1</td>
<td>0.97</td>
<td>0.85</td>
<td>0</td>
<td>0.57</td>
<td>0.4</td>
</tr>
<tr>
<td>CCA1</td>
<td>0.97</td>
<td>1</td>
<td>0.88</td>
<td>0.03</td>
<td>0.6</td>
<td>0.39</td>
</tr>
<tr>
<td>EOF1</td>
<td>0.85</td>
<td>0.88</td>
<td>1</td>
<td>0.49</td>
<td>0.9</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Season 2 (MJJA)</th>
<th>MCA1</th>
<th>CCA1</th>
<th>EOF1</th>
<th>MCA2</th>
<th>CCA2</th>
<th>EOF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCA1</td>
<td>1</td>
<td>0.99</td>
<td>0.02</td>
<td>0</td>
<td>0.34</td>
<td>0.96</td>
</tr>
<tr>
<td>CCA1</td>
<td>0.99</td>
<td>1</td>
<td>0.01</td>
<td>0.01</td>
<td>0.36</td>
<td>0.97</td>
</tr>
<tr>
<td>EOF1</td>
<td>0.02</td>
<td>0.01</td>
<td>1</td>
<td>0.82</td>
<td>0.04</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Season 3 (SOND)</th>
<th>MCA1</th>
<th>CCA1</th>
<th>EOF1</th>
<th>MCA2</th>
<th>CCA2</th>
<th>EOF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCA1</td>
<td>1</td>
<td>0.94</td>
<td>0.87</td>
<td>0</td>
<td>0.22</td>
<td>0.42</td>
</tr>
<tr>
<td>CCA1</td>
<td>0.94</td>
<td>1</td>
<td>0.98</td>
<td>0.33</td>
<td>0.1</td>
<td>0.13</td>
</tr>
<tr>
<td>EOF1</td>
<td>0.87</td>
<td>0.98</td>
<td>1</td>
<td>0.46</td>
<td>0.25</td>
<td>0</td>
</tr>
</tbody>
</table>

68