Effect of aerosol on warm convective clouds: Aerosol-cloud-surface flux feedbacks in a new coupled large eddy model
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[1] We present a new large eddy simulation model that comprises coupled components representing size-resolved aerosol and cloud microphysics, radiative properties of aerosol and clouds, dynamics, and a surface soil and vegetation model. The model is used to investigate the effect of increases in aerosol on liquid water path LWP, cloud fraction, optical depth, and precipitation formation in warm, continental cumulus clouds. Sets of simulations that either neglect, or include the radiative properties of a partially absorbing aerosol are performed. In the absence of aerosol radiative effects, an increase in aerosol loading results in a reduction in precipitation. However, the clouds do not experience significant changes in LWP, cloud fraction and cloud depth; aerosol effects on LWP and cloud fraction are small compared to the dynamical variability of the clouds at any given aerosol concentration. Reasons for this response are discussed. When aerosol radiative effects are included, the modification in atmospheric heating profiles, and the reduction in surface latent and sensible heat fluxes resulting from the presence of these particles, have a significant effect on cloud parameters and boundary layer evolution. For the case considered, there is a significant reduction in the strength of convection, LWP, cloud fraction and cloud depth. Cloud optical depth responds non-monotonically to the increase in aerosol. These results indicate that in continental regions surface processes must be included in calculations of aerosol-cloud-precipitation interactions. Neglect of these surface processes may result in an overestimate of the second aerosol indirect effect.


1. Introduction

[2] The aerosol-cloud-climate system is a complex one, comprising myriad feedbacks that challenge our ability to predict the radiative response of clouds to changes in aerosol. In addition to the direct effect of aerosol on radiation (the “direct effect”), a host of “aerosol indirect effects” have been proposed. These include the “first indirect effect” [Twomey, 1974] which considers the response of cloud drop size and reflectance to a change in aerosol with reference to a constant liquid water content (LWC); the “second indirect effect” [Albrecht, 1989] which proposes that an increase in aerosol will reduce the ability of a cloud to precipitate, increase cloud liquid water, and extend cloud coverage and lifetime; the “semidirect effect” [Grassl, 1975; Hansen et al., 1997] that considers the reduction in cloudiness due to the presence of absorbing aerosol in the atmosphere; and various other indirect effects [e.g., Jacobson, 2002; Lohmann and Feichter, 2005] that await further elucidation.

[3] The first indirect effect, or the closely related aerosol effect on cloud drop number and size, has been identified in numerous in situ observations [Warner and Twomey, 1967; Durkee et al., 2000; Brenguier et al., 2000], by satellite remote sensors [Kaufman and Nakajima, 1993; Han et al., 1998; Breon et al., 2002; Nakajima et al., 2001] and surface-based remote sensors [e.g., Feingold et al., 2003; Kim et al., 2003] but quantification of the magnitude of this effect remains an elusive goal. This is illustrated by the range of observed relationships between cloud drop concentration $N_d$ and accumulation mode aerosol concentration $N_a$ derived from field studies [see, e.g., Ramathan et al., 2001]. The range of $N_d$ versus $N_a$ relationships is due in varying, and uncertain degrees to aerosol concentration, size distribution, composition and updraft velocity [e.g., Twomey, 1959; Leaitch et al., 1996; Facchini et al., 1999; Nenes et al., 2002; Feingold, 2003]. Improved understand-
The second indirect effect relaxes the reference to constant LWC and opens a very broad range of possibilities of cloud response to aerosol via dynamical, radiative, and even surface flux feedbacks. Observational assessments of the second indirect effect, including perturbations to cloud life-cycles, are very difficult to achieve, but there is evidence of aerosol-induced reduction in precipitation, particularly associated with biomass burning [Warner, 1968; Rosenfeld, 1999]. A number of modeling studies have pointed out that even the sign of these responses is unclear [Stevens et al., 1998; Jiang et al., 2002; Feingold and Kreidenweis, 2002] and dependent amongst others, on temperature, humidity and stability parameters, both in the boundary layer and above [Ackerman et al., 2004; Lu and Seinfeld, 2005]. In the marine stratocumulus environment, increases in aerosol result in decreases in cloud liquid water path (LWP) when dry air resides above the boundary layer, whereas moister conditions above the boundary layer result in an increase in LWP with increasing aerosol [Ackerman et al., 2004]. Stevens et al. [1998] showed that when the air above the stratocumulus-capped boundary layer is moist, a small amount of drizzle promotes higher LWP by stabilizing the boundary layer and reducing entrainment rates. Jiang et al. [2002] showed that polluted aerosol layers residing above stratocumulus clouds reduced precipitation as well as LWP by reducing the supply of moisture from cumulus penetrating into stratocumulus. In their simulations, cloud albedo was almost unaffected by the increases in aerosol because increases in drop number concentration were accompanied by decreases in LWP. Such effects are likely highly sensitive to the thermodynamic state of the atmosphere.

The semidirect effect introduces added feedbacks due to the radiative properties of the aerosol (i.e., the direct effect). During the daytime, absorbing aerosol heats the atmosphere locally and reduces the amount of solar radiation reaching the surface. These factors tend to stabilize the atmosphere and make it less conducive to convection [Grassl, 1975; Hansen et al., 1997; Ackerman et al., 2000; Koren et al., 2004], although there is some dependence on the vertical distribution of the aerosol [Johnson et al., 2004; Feingold et al., 2005]. Over the land, the reduction in downwelling solar radiation, and associated decrease in surface latent and sensible heat fluxes, result in further, significant reduction in cloud fraction and LWP, regardless of the vertical distribution of the absorbing aerosol [Feingold et al., 2005]. Finally, soil moisture, which is closely linked to latent heat flux and precipitation, is also known to be important in regulating aerosol-radiation-dynamical interactions [Yu et al., 2002].

The goal of the current study is to extend our prior work by examining the effect of aerosol on warm cumulus clouds in a continental setting with a broad range of aerosol conditions. Feingold et al. [2005] considered coupled components of aerosol, cloud, dynamics, and radiation, but fixed the surface fluxes. The new model includes a coupled, interactive surface model and therefore allows (1) cloud drop number and size to respond to changes in aerosol; (2) radiation and dynamics to respond to changes in cloud drop size; (3) absorbing aerosol to affect radiation; and (4) absorbing aerosol to affect surface latent and sensible fluxes. It will be shown that these feedbacks at the small-scale manifest themselves as a rather unpredictable system, whose evolution likely depends strongly on the thermodynamic state of the atmosphere. This is consistent with the theme of recent studies on the second indirect, and semidirect aerosol forcing of clouds.

2. Model Description

The model is a large eddy simulation based on the Regional Atmospheric Modeling System (RAMS, version 4.3 [Cotton et al., 2003]) coupled to a microphysical model described by Feingold et al. [2005]. The Land Ecosystem-Atmosphere Feedback (LEAF) model [Walko et al., 2000] is incorporated into the model of Feingold et al. [2005] for the current study. The model has undergone extensive testing as part of the Global Energy and Water Cycle Experiment (GEWEX) Cloud System Study (GCSS) Boundary Layer Working Group intercomparison studies for stratocumulus [e.g., Stevens et al., 2004], trade-wind cumulus [Siebesma et al., 2003], and convective cumulus over land [Brown et al., 2002]. New aspects of the model not addressed in those intercomparisons will receive more scrutiny here. A brief description of each module is given below.

2.1. Bin Microphysical Model

Warm cloud processes including activation, condensation/evaporation, collision-coalescence, regeneration of particles upon complete evaporation of drops, and sedimentation are solved using the method of moments based on Tzivion et al. [1987]. Drop mass, drop number, as well as aerosol mass are accounted for in each drop bin [Feingold et al., 1996]. The model includes a size-resolved representation of aerosol and cloud drops; aerosol are represented by 14 size-bins over the range 0.04 μm; 7 μm (radius) with both mass and number calculated in each bin. Upon complete evaporation of droplets, particles are returned to the atmosphere in a manner that conserves number and mass concentration. Aerosol growth processes are not simulated for these relatively short duration (8 h) simulations. In Feingold et al. [2005], only 12 drop size bins were required for the highly polluted conditions studied there. In the current version of the model, 33 size-bins covering the drop range 1.56 μm; 2.54 mm (radius) are needed to simulate growth to precipitation-sized drops. This configuration requires prognostic equations for 128 scalars.

Kelvin and solute corrections to the supersaturation field experienced by droplets are also included and coupled to the condensation/evaporation equation and the equation for prediction of supersaturation following Harrington et al. [2000]. These terms can become important at extremely large aerosol concentrations, and/or very low updrafts when cloud supersaturation is low; it should be noted, however, that under high aerosol loadings, the microphysical details of smoke aerosol transition to droplets can be better resolved with a Lagrangian parcel model [Feingold et al., 2001]. The strength of the current model is that it strives to represent the various dynamical, microphysical, radiative,
Table 1. Description of Simulations

<table>
<thead>
<tr>
<th>EXP</th>
<th>( N_a ) cm(^{-3} )</th>
<th>( \tau_o )</th>
<th>( \tau_{a,b} )</th>
<th>Aerosol Heating</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1-100</td>
<td>100</td>
<td>0.04</td>
<td>0.05</td>
<td>No</td>
</tr>
<tr>
<td>S1-500</td>
<td>500</td>
<td>0.20</td>
<td>0.26</td>
<td>No</td>
</tr>
<tr>
<td>S1-1000</td>
<td>1000</td>
<td>0.40</td>
<td>0.53</td>
<td>No</td>
</tr>
<tr>
<td>S1-2000</td>
<td>2000</td>
<td>0.80</td>
<td>1.05</td>
<td>No</td>
</tr>
<tr>
<td>S2-100</td>
<td>100</td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>S2-500</td>
<td>500</td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>S2-1000</td>
<td>1000</td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>S2-2000</td>
<td>2000</td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
</tbody>
</table>

\( N_a \) is aerosol concentration; \( \tau_o \) is aerosol optical depth (dry); \( \tau_{a,b} \) is optical depth associated with the hydrated aerosol based on the initial RH profile.

and surface components (as described below) with reasonable balance.

2.2. Radiative Properties of Clouds and Aerosol

[10] The model’s 8-band coupled radiation model [Harrington et al., 2000] was originally formulated to simulate radiative effects of cloud drops and was coupled to the bin microphysical scheme described above. In the current work, the direct radiative effect of aerosol is included [Feingold et al., 2005]. Aerosol size distributions are initialized as lognormal distributions (\( \tau_o = 0.1 \) \( \mu \)m and \( \sigma = 1.5 \)) with a range of concentrations (Table 1). Aerosol particles are assumed to consist of an internal mix of soot and ammonium sulfate. Their optical properties (extinction, single scattering albedo \( \omega_o \), and phase function) are calculated based on this mix, and the ambient relative humidity. Off-line calculations of these optical properties are performed a priori and stored for access during simulations. For the case to be presented \( \omega_o \) is about 0.90 at a wavelength of 0.47 \( \mu \)m, but a purely scattering aerosol is also considered. Particles are assumed to be at equilibrium with their environment, except for particles >0.1 \( \mu \)m which are at 0.97 of their equilibrium sizes. Heating rates associated with smoke aerosol embedded inside droplets are calculated based on Conant et al. [2002] and coupled to the condensation/evaporation equation and the equation for prediction of supersaturation following Harrington et al. [2000].

[11] All simulations described below include coupling of the cloud drop-radiation interactions, but the direct effect is alternately included or neglected to assess its importance.

2.3. Leaf Model

[12] The LEAF model represents the storage and exchange of energy (heat and moisture) fluxes between the surface and atmosphere. Four processes are considered when evaluating the latent heat fluxes. They are the transpiration through the stomata on plants, evaporation from the soil, and condensation of moisture on the vegetation. A version of the TOP-MODEL [Band, 1993], a land hydrology model, is coupled to the LEAF model to represent the subgrid-scale run-off. In the LEAF model, vegetation may be multilayered in terms of leaf area index, but is represented by a single prognostic temperature and surface moisture. There are 12 soil types and 18 vegetation types from which to select. Each individual grid column can be assigned to either a single type, or a mosaic of different types. A sandy clay loam for the soil texture, and evergreen broad leaf for the vegetation are chosen for this study, and applied over the entire domain. There are 8 soil layers with a root depth of 0.4 m. The leaf area index is 6.

[13] The initial volumetric soil moisture content used in the model is 0.22 m\(^3\) m\(^{-3}\) corresponding to a relative wetness of 52% at the saturation content of 0.42 m\(^3\) m\(^{-3}\). This compares well with the average soil moisture content of 0.2−0.3 m\(^3\) m\(^{-3}\) observed by Alvala et al. [2002] for the month of September 1999 at Fazenda.

[14] Longwave radiation is emitted, absorbed, and reflected by soil and vegetation, while downward solar (shortwave) radiation is absorbed by soil and vegetation. Changes in temperature and heat fluxes due to absorption and reflection of radiation are calculated in the LEAF model.

[15] All simulations described below include the interactive LEAF model. The reader is referred to Feingold et al. [2005] for simulations of the same case with imposed diurnally varying fluxes.

2.4. Validation of the Coupled Model

[16] Although the coupled surface model has been validated in prior studies [e.g., Golaz et al., 2001] a test of this coupling is shown in Figure 1a for one of the simulations to be described below (S1; Table 1). The net surface radiation \( R_{net} = (S^\uparrow - S^\downarrow) + (L^\uparrow - L^\downarrow) \), where \( S^\uparrow \) indicates shortwave, \( L^\uparrow \) indicates longwave, and the superscripts \( \uparrow \) and \( \downarrow \) represent incoming and outgoing components] is plotted together with the sum of surface latent and sensible heat fluxes. The good agreement between these fields shows that the surface model is responding correctly to changes in the net radiation. The small difference in the fields (about 20 W m\(^{-2}\)) is consistent with von Randow et al. [2004] for simulations of the same case with imposed diurnally varying fluxes.

---

Figure 1. Time series of (a) the modeled net surface radiation and the sum of the surface fluxes and (b) the component surface latent and sensible heat fluxes for the S1-100 simulations.
the period of the day included in the averaging. Observations are monthly averages, as well as differences in sources of the disparity may be due to the fact that the heat fluxes than observed seasonally averaged values. Other pasture. Thus the simulations tend to have higher latent fraction, larger leaf area index, and deeper roots than Evergreen broadleaf has a smaller albedo, larger vegetation green broadleaf vegetation model rather than the pasture; disparity can be explained by the assumption of an ever-

0.30 averaged over 08:00 to 16:00 LT from Figure 1b. The observed daily mean Bowen ratios at the pasture site for September/October are identical to the simulated values in Figure 1.

[17] Figure 1b separates the total surface flux in Figure 1a into its sensible and latent heat flux components. The mean Bowen ratio over the period 08:00 h to 16:00 h local time (LT) is 0.30. Late September coincides with the end of the dry season and observations of the sensible heat flux [Fisch et al., 2004] show maximum daytime fluxes of ~200 W m\(^{-2}\) - comparable to the modeled surface sensible heat flux in Figure 1b. The observed daily mean Bowen ratios at the pasture site for September/October are ~0.50 [von Randow et al., 2004], i.e., somewhat larger than the mean value of 0.30 averaged over 08:00 to 16:00 LT from Figure 1b. The disparity can be explained by the assumption of an evergreen broadleaf vegetation model rather than the pasture; Evergreen broadleaf has a smaller albedo, larger vegetation fraction, larger leaf area index, and deeper roots than pasture. Thus the simulations tend to have higher latent heat fluxes than observed seasonally averaged values. Other sources of the disparity may be due to the fact that the observations are monthly averages, as well as differences in the period of the day included in the averaging.

3. Initial Conditions and Experiment Design

[18] Following Feingold et al. [2005], simulations are based on a sounding on 26 September, 2002 at 07:38 LT (11:38 UTC) from a continental site in Brazil (Fazenda) during the Smoke Aerosols, Clouds, Rainfall and Climate (SMOCC) experiment [Andreae et al., 2004]. Fazenda is a pasture site located at 10°45'S and 62°21'W at an altitude of 290 m above sea level. Although the simulations to be presented are not intended as a rigorous case study, it will be shown that the simulated fields are in broad agreement with observations. The sounding was chosen because it generates convective cumulus clouds that do not produce ice, and allows for testing of the effects of varying amounts of aerosol on warm cumulus clouds. The initial potential temperature (\(\theta\)) sounding used as input to the model is a slightly modified form of the actual sounding (Figure 2) with some stabilization added above \(\sim 3000\) m to prevent clouds growing too deep. The initial water vapor field (not shown) is the same as the measured profile with some drying above 3000 m. The observed and simulated \(\theta\) soundings at 14:00 LT are in good agreement and represent the deepening continental boundary layer as the day progresses.

[19] The simulations are performed for a little over 8 h (500 min). The domain size is 6 km \(\times\) 6 km \(\times\) 5 km with \(\Delta x = \Delta y = 100\) m and \(\Delta z = 50\) m. The time step is 2 s. Two sets of three-dimensional simulations were performed, as summarized in Table 1. Each set consists of four simulations with aerosol concentrations of 100, 500, 1000, and 2000 cm\(^{-3}\). Set 1 (S1) treats the aerosol as cloud condensation nuclei CCN, but the aerosol and radiation modules are not directly coupled. (Indirect coupling occurs only through cloud microphysical-radiation interactions.) Set 2 (S2) also includes the direct coupling of aerosol heating with the dynamical model. All simulations have an initial aerosol profile that is invariant with height, chosen so as to avoid the radiative-dynamic feedback associated with vertical structure in the aerosol, as described in Feingold et al. [2005]. There it was found that aerosol layering could influence convection and cloud response to aerosol [see also Johnson et al., 2004]. This constant profile tends to produce aerosol optical depths that are higher than implied by the number concentrations alone, but as will be seen, inferences for lower optical depths can easily be made by scaling results over the range of clean and polluted conditions.

4. Simulation Results

[20] We present selected time-series and mean profiles of different cloud properties averaged over the horizontal \((x - y)\) plane (referred to as layer averages), and then time-averaged either over one hour, or over several hours during the course of the simulations. Comparison between set 1 (S1) simulations will be presented first to show the response of the boundary layer clouds to changes in aerosol concentrations without inclusion of aerosol-dynamical feedbacks. This is followed by presentation of set 2 (S2) results and a comparison to S1.

4.1. Time Series

4.1.1. S1: No Direct Effects

[21] Figure 3 presents, for S1 simulations, time-series of liquid water path, LWP (averaged only over columns that have LWP greater than 20 g m\(^{-2}\)), cloud fraction (the

![Figure 2. Observed and modeled profiles of potential temperature \(\theta\) for the S1-100 simulation at 08:00 h and 14:00 h LT.](image)
fraction of grid points that have cloud water $r_c > 0.01$ g kg$^{-1}$, cloud depth ($Z_{\text{depth}}$), cloud base ($Z_{\text{base}}$), surface drizzle rate ($F_{\text{driz}}$), vertically integrated number concentration of droplets ($N_{\text{d,int}}$), and cloud optical depth ($\tau_c$) for S1 simulations as described in Table 1. Line types are as labeled.
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**Figure 3.** Time series of (a) LWP, (b) cloud fraction, (c) cloud layer depth ($Z_{\text{depth}}$), (d) cloud base ($Z_{\text{base}}$), (e) surface drizzle rate ($F_{\text{driz}}$), (f) vertically integrated number concentration of droplets ($N_{\text{d,int}}$), and (g) cloud optical depth ($\tau_c$) for S1 simulations as described in Table 1. Line types are as labeled.

...fraction that the ratio of total mixing ratio (the sum of the vapor and water mixing ratios) to the saturation mixing ratio at the local temperature be $\geq 1$. The $r_c > 0.01$ g kg$^{-1}$ criterion is used throughout. When the sum of all water bins ($r_l = \text{cloud + rain}$) was used as a criterion, cloud fraction and cloud boundaries were biased by subcloud precipitation.

[22] The time series of LWP (Figure 3a) show no clear dependence on $N_a$ over the range $100 \text{ cm}^{-3} \leq N_a \leq 2000 \text{ cm}^{-3}$ although the increase in aerosol does change the frequency and duration of cloud events. The time series has a number of distinct maxima that are correlated with higher cloud fraction and a deeper cloud layer. The increase in $N_a$ results in higher $N_{\text{d,int}}$ (Figure 3f). Surface drizzle events occur only when clouds grow deep enough ($\approx 700$ m, Figure 3e), LWP exceeds about 400 g m$^{-2}$, and then only for the cleaner cases ($N_a = 100, 500 \text{ cm}^{-3}$). As expected, surface rain (Figure 3d) is suppressed for the polluted cases ($N_a = 2000 \text{ cm}^{-3}$) because of a reduction in the growth of drops via collision-coalescence [e.g., Warner, 1968].

[23] A sample of fields presented in Figure 3 are now time-averaged over the last 5 h (11 h to 16 h LT) and plotted as a function of $N_a$ (Figure 4). The mean and standard deviation of each field is shown. As $N_a$ increases from $100 \text{ cm}^{-3}$ to $2000 \text{ cm}^{-3}$ the cloud-averaged LWP is approximately constant whereas the domain-averaged LWP decreases (Figures 4a and 4d). Superimposed on Figures 4a and 4d are calculations of the LWP calculated from cloud droplets alone (radius $r \leq 25 \mu m$) for the simulations at $N_a = 100 \text{ cm}^{-3}$, $500 \text{ cm}^{-3}$ and $1000 \text{ cm}^{-3}$. It can be seen that precipitation-sized drops contribute significantly to the LWP under clean conditions and that an increase in $N_a$ from $100 \text{ cm}^{-3}$ to $500 \text{ cm}^{-3}$ does result in an increase in LWP (based on $r_c$ only). The % increase is approximately the same for the cloud-averaged and domain-averaged LWP calculations. The differences between the two LWP calculations diminish rapidly with increasing $N_a$ and decreasing precipitation. Thus the inclusion of all drop sizes in the LWP calculation tends to remove the positive correlation between $N_a$ and LWP.

[24] Cloud fraction and cloud depth are relatively unaffected by the aerosol (Figures 4b and 4c) although cloud fraction does tend to decrease with increasing aerosol. Vertically integrated droplet concentrations $N_{\text{d,int}}$ calculated for cloudy regions only (Figure 4e) increase from $41 \times 10^4 \text{ cm}^{-2}$ to $831 \times 10^4 \text{ cm}^{-2}$. Figure 4f shows two calculations of the cloud optical depth (visible wavelength): the first (solid line) is an average over cloudy regions ($\tau_c > 2$) and the second (dashed line) is a domain average. In the first case, $\tau_c$ increases from 11 to about 26, while in the latter the increase is from 2 to 4, commensurate with the low cloud fractions. Of note is the fact that except for drop concentration and $\tau_c$, the dynamical variability in the fields at any given aerosol concentration is much greater than the effect due to changes in aerosol.

### 4.1.2. S2: Aerosol-Radiative Coupling

[25] As in Figure 3, time series of the various fields for S2 simulations are shown in Figure 5. Here, LWP, cloud fraction, cloud depth, and cloud base show distinct decreases with increasing aerosol amounts (Figures 5a–5d), particularly when comparing results for $N_a = 100 \text{ cm}^{-3}$ and $N_a = 2000 \text{ cm}^{-3}$. Precipitation is now suppressed at $N_a \geq 500 \text{ cm}^{-3}$. $N_{\text{d,int}}$ variability is similar to that in
Figure 3f so instead the domain-maximum $\langle w'w' \rangle$ (averaged over the horizontal plane), a measure of the strength of convection, is plotted. Figure 5g shows total surface heat flux ($F_{\text{sen}} + F_{\text{lat}}$, the sum of the surface sensible and latent heat fluxes). It is seen that the increase in $N_a$ tends to decrease convective activity and surface fluxes.

As in Figure 4, 5-h time-averaged fields are shown in Figure 6 and calculations from S1 simulations (without standard deviations) are superimposed for comparison. In addition to the fields shown in Figure 4, the surface air temperature ($T_{\text{sfc}}$), net surface radiative flux ($R_{\text{net}}$), and $F_{\text{sen}} + F_{\text{lat}}$ are also shown. Note that the aerosol effect on LW radiation is negligible; nevertheless $R_{\text{net}}$ is plotted for energy balance considerations. Table 2 (see below) focuses on SW fluxes alone.

As in Figure 4, 5-h time-averaged fields are shown in Figure 6 and calculations from S1 simulations (without standard deviations) are superimposed for comparison. In addition to the fields shown in Figure 4, the surface air temperature ($T_{\text{sfc}}$), net surface radiative flux ($R_{\text{net}}$), and $F_{\text{sen}} + F_{\text{lat}}$ are also shown. Note that the aerosol effect on LW radiation is negligible; nevertheless $R_{\text{net}}$ is plotted for energy balance considerations. Table 2 (see below) focuses on SW fluxes alone.

The general tendencies with respect to increases in $N_a$ are quite different from those in S1. In the mean, when $N_a$ increases from 100 cm$^{-3}$ to 2000 cm$^{-3}$, the cloud-averaged LWP decreases by 64% (Figure 6a); cloud fraction decreases by 58% (Figure 6b); and cloud depth decreases by 62% (Figure 6d) (all calculations relative to S2-100), although there is still a great deal of dynamical variability at any given $N_a$. The increase in $N_a$ leads to a smaller increase in the vertically integrated $N_d$, ranging from $40 \times 10^4$ cm$^{-2}$ to $540 \times 10^4$ cm$^{-2}$; activated fractions are smaller than in S1 due to reduced convective activity associated with the suppressed surface fluxes (Figures 5f, 5g, and 6h). The smaller increase in $N_d$ and larger decrease in LWP result in an increase in cloud optical depth from S2-100 to S2-500, and then a decrease back to roughly the same value as S2-100. The clouds become optically thinner above $N_a = 500$ cm$^{-3}$, largely because of the decreasing cloud depth and LWP.

In the S1 simulations, as $N_a$ increases from 100 cm$^{-3}$ to 2000 cm$^{-3}$ the surface air temperature is unchanged (values are within 0.04°C of each other; Figure 6f); the net radiative flux at the surface decreases by only 2.2% (Figure 6g); changes in surface total heat flux are almost the same (Figure 6h) to balance the decrease in $R_{\text{net}}$. In these S1 simulations, the $R_{\text{net}}$, and $F_{\text{sen}} + F_{\text{lat}}$ are reduced only slightly by the increase in $N_a$ over the 5 h time period because the aerosol is not coupled to the dynamical model. Any effects are due to the change in cloud microphysical properties (section 5.2).

Decreases in $R_{\text{net}}$ (Figure 6g) relative to S1 range from 8% for the clean (S2-100) to a maximum of 31% for
the polluted (S2-2000) case. The commensurate reduction in the surface total heat flux (Figure 6h) leads to a maximum of 1.32°C surface cooling relative to the S1 simulation for the most polluted conditions (Figure 6f).

Table 2 presents calculations of upwelling shortwave (SW) fluxes at the top of the atmosphere (TOA) and downwelling SW fluxes at the surface. In the S2 simulations, the absorption and scattering of aerosols block up to 26.5% of the solar radiation from reaching the surface. For the clean case (S2-100), the absolute amount of reduction in downwelling SW fluxes at the surface is balanced by the increase in the reflection of solar radiative flux back to space at TOA. The reflection at TOA is similar for all cases. The reduction in LWP with increasing aerosol concentration derived from integration of the \( r_{\text{eff}} \), drop effective radius, and mixing ratio \( r_{\text{f}} \) clearly evident. In the most polluted case (\( N_a = 2000 \text{ cm}^{-3} \)), the maximum in-cloud \( r_{\text{eff}} \) is only 9.5 \( \mu \text{m} \). This is much smaller than the value of 14 \( \mu \text{m} \) sometimes considered to be a precipitation threshold radius [Rosenfeld, 1999]. Although the maximum \( r_{\text{eff}} \) for the S1-1000 simulation is approximately 14 \( \mu \text{m} \), there is no indication of surface precipitation in the mean profile (Figure 7c). In the clean case (\( N_a = 100 \text{ cm}^{-3} \)), the average \( r_{\text{eff}} \) is as high as 80 \( \mu \text{m} \) in the cloud layer and about 180 \( \mu \text{m} \) as rain falls below the cloud base; drizzle rates are commensurate (Figure 7c).

[33] The reduction in LWP with increasing aerosol concentration derived from integration of the \( r_{\text{f}} \) profiles in Figure 7d (LWP = \( \Sigma \rho \text{air}dz \), where \( \rho \) is the air density) is consistent with Figure 4d (including all water; solid line). The reason for this reduction lies partially in the fact that on average cloud fraction tends to decrease with increasing \( N_a \) (Figure 4b). It is also partially due to the larger relative contribution of precipitating drops to \( r_{\text{f}} \) for clean cases.

[34] Figure 7d therefore makes the important point that although the LWP averaged over cloudy columns may not be sensitive to increases in aerosol, the domain-averaged LWP may show a different response if the cloud fraction changes (in this case decreases) with increasing aerosol.

4.2. Vertical Profiles

4.2.1. No Aerosol-Dynamical Coupling

[32] Profiles of cloud drop concentration \( N_{\text{dc}} \), rainrate \( F_{\text{driz}} \), drop effective radius \( r_{\text{eff}} \), and mixing ratio \( r_{\text{f}} \) (all drops), time-averaged over the last 5 h of simulations, 11–16 LT are shown in Figure 7. All profiles are domain-averages, except for \( r_{\text{eff}} \), which is averaged over cloudy regions. These profiles require some caution in their interpretation. They should not be interpreted in the manner that all clouds have bases of \( \sim 1500 \text{ m} \) and tops of \( \sim 4500 \text{ m} \). Rather, clouds with different depths are formed over this height range. A strong positive correlation between \( N_{\text{dc}} \) and \( N_{\text{dc}} \) and a negative correlation with \( r_{\text{f}} \) are clearly evident. In the most polluted case (\( N_a = 2000 \text{ cm}^{-3} \)), the maximum in-cloud \( r_{\text{f}} \) is only 9.5 \( \mu \text{m} \). This is much smaller than the value of 14 \( \mu \text{m} \) sometimes considered to be a precipitation threshold radius [Rosenfeld, 1999]. Although the maximum \( r_{\text{eff}} \) for the S1-1000 simulation is approximately 14 \( \mu \text{m} \), there is no indication of surface precipitation in the mean profile (Figure 7c). In the clean case (\( N_a = 100 \text{ cm}^{-3} \)), the average \( r_{\text{eff}} \) is as high as 80 \( \mu \text{m} \) in the cloud layer and about 180 \( \mu \text{m} \) as rain falls below the cloud base; drizzle rates are commensurate (Figure 7c).

[33] The reduction in LWP with increasing aerosol concentration derived from integration of the \( r_{\text{f}} \) profiles in Figure 7d (LWP = \( \Sigma \rho \text{air}dz \), where \( \rho \) is the air density) is consistent with Figure 4d (including all water; solid line). The reason for this reduction lies partially in the fact that on average cloud fraction tends to decrease with increasing \( N_a \) (Figure 4b). It is also partially due to the larger relative contribution of precipitating drops to \( r_{\text{f}} \) for clean cases.

4.2.2. Aerosol-Dynamical Feedbacks

[35] A figure similar to Figure 7 is plotted for S2 results (Figure 8). The most striking differences between the S1 and S2 profiles is manifested in \( r_{\text{f}} \) for all the cases, and \( r_{\text{eff}} \) and the drizzle rate for the S2-500 case. The S1-100 and S2-100 \( r_{\text{f}} \) profiles are quite similar, as expected, however, the S2 simulations now exhibit a much stronger decrease in \( r_{\text{f}} \) with increasing \( N_a \). For S2-500, \( r_{\text{f}} \) is only a third of that in S1-500 in the cloud layer, and the drizzle \( r_{\text{f}} \) is reduced to about 10 \( \mu \text{m} \) at the surface. Drizzle barely reaches the
surface because of the lower liquid water environment. In other words, the reduced liquid water is insufficient to generate drizzle at these cloud drop concentrations.

[16] The direct effect of aerosol clearly has a significant effect on cloud evolution in this coupled system. First and foremost, increases in $N_d$ (or $\tau_a$) block solar radiative flux from reaching the surface; second, increases in $N_d$ associated with the increases in $N_a$ result in optically thicker clouds that block solar radiative flux even further. The reduced surface radiative flux results in reduced $F_{sw}^{sens+lat}$, which acts to reduce convection and cloud amount. In addition, the aerosol heating contributes to further reductions in cloud liquid water through stabilization of the sub-cloud layer [e.g., Feingold et al., 2005]; there is about 1 K day$^{-1}$ difference in solar heating rates below cloud, and 2.5 K day$^{-1}$ at about 3000 m in the cloud layer, between the

---

**Table 2.** Comparison of Upwelling Shortwave (SW) Fluxes at the Top of Atmosphere (TOA) $F_{sw}^{\text{TOA}}$ (W m$^{-2}$), and Downwelling SW Fluxes at the Surface $F_{sw}^{\text{SFC}}$ (W m$^{-2}$) Among All the Simulations$^a$

<table>
<thead>
<tr>
<th>EXP $N_a$</th>
<th>$F_{sw}^{\text{TOA}}$ (TOA)</th>
<th>DIFF (S2-S1)</th>
<th>% (S2-S1)/S1</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>176.9</td>
<td>35.8</td>
<td>20.2</td>
</tr>
<tr>
<td>500</td>
<td>187.1</td>
<td>35.8</td>
<td>20.2</td>
</tr>
<tr>
<td>1000</td>
<td>187.8</td>
<td>35.8</td>
<td>20.2</td>
</tr>
<tr>
<td>2000</td>
<td>191.4</td>
<td>35.8</td>
<td>20.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EXP $N_a$</th>
<th>$F_{sw}^{\text{SFC}}$ (SFC)</th>
<th>DIFF (S2-S1)</th>
<th>% (S2-S1)/S1</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>740.2</td>
<td>-54.2</td>
<td>-7.3</td>
</tr>
<tr>
<td>500</td>
<td>731.5</td>
<td>-54.2</td>
<td>-7.3</td>
</tr>
<tr>
<td>1000</td>
<td>732.1</td>
<td>-54.2</td>
<td>-7.3</td>
</tr>
<tr>
<td>2000</td>
<td>728.5</td>
<td>-54.2</td>
<td>-7.3</td>
</tr>
</tbody>
</table>

$^a$Values shown are time averaged over the last 5 h of the simulations.
clean (S2-100) and the most polluted simulations (S2-2000) (Figure 9b). (The solar heating rates are almost identical amongst the S1 simulations; Figure 9a.) The longwave heating rates for both S1 and S2 (not shown) are approximately \(\frac{1}{C_0^2} \text{K day}^{-1}\) with negligible sensitivity to aerosol concentration.

Note that aerosol heating inside the droplets is simulated but as discussed in Feingold et al. [2005], this effect is negligible compared to the effects of reduced surface fluxes and stabilization.

4.2.3. Single Scattering Albedo
[38] All the S2 results presented above are performed using a single scattering albedo \(\omega_0 = 0.9\). One additional S2 simulation with \(N_a = 1000 \text{ cm}^{-3}\) was performed for pure scattering \((\omega_0 = 1.0)\). Table 3 lists several fields that are time-averaged over the last 5 h of the simulation, a comparison of S2-1000 \((\omega_0 = 0.9)\) and S2-1000 \((\omega_0 = 1.0)\), and differences between the two simulations. Absorption reduces the surface radiative flux by 20.5 W m\(^{-2}\), surface heat flux by 22.1 W m\(^{-2}\), LWP by 36.7 g m\(^{-2}\), and cloud cover by 0.027 relative to the \(\omega_0 = 1.0\) case. Percentage differences are given in Table 3.

5. Discussion
[39] Two sets of results have been shown. The first set (S1) examines how the boundary layer structure and cloud fields respond as the aerosol concentration \(N_a\) increases from clean to polluted conditions. The aerosol act only as CCN and their direct radiative effects are not coupled to the model dynamics. The second set of simulations (S2) is identical, except that aerosol radiative effects contribute to absorbing and scattering, and these effects are coupled to the dynamics.

Figure 7. Horizontally averaged profiles of (a) number concentration of droplets \((N_d; \text{ domain average})\), (b) effective radius \((r_{\text{eff}}; \text{ cloud-average})\), (c) drizzle rate \((F_{\text{driz}}; \text{ domain average})\), and (d) cloud liquid water mixing ratio \((r_l; \text{ all drops; domain average})\), time averaged over the last 5 h (11 to 16 LT) of the S1 simulations. Line types are as indicated.

Figure 8. As in Figure 7, but for S2 simulations.

Figure 9. Shortwave radiative heating rates for (a) S1 and (b) S2 simulations. Line types are as indicated.
5.1. Effect of \(N_a\) on LWP and Precipitation

[40] The results for the S1 simulations show some subtle but important differences from the hypothesis that an increase in \(N_a\) results in clouds with higher LWP and cloud fraction as a consequence of reduced precipitation (the second indirect effect). Although some weak trends appear to be due to aerosol, the dynamical variability in LWP and cloud fraction at any given \(N_a\) is much greater than the aerosol-induced change in LWP. The suppression of precipitation does not lead to a distinct increase in LWP (an average of cloudy columns) if all drop sizes are included in the LWP calculation (Figure 4a). On average, LWP does increase with increasing \(N_a\) when the precipitating drops are removed from the LWP calculations (Figure 4a). There is even some suggestion of a decrease in cloud fraction with increasing \(N_a\) which runs counter to the accepted hypothesis, possibly due to the fact that under polluted conditions, the more numerous, smaller droplets evaporate more efficiently because they present a larger surface area to volume ratio (\textit{ceteris paribus}). For example, the characteristic evaporation timescale is \(\sim (N_d \bar{r})^{-1}\) where \(\bar{r}\) is the mean drop radius; a rough calculation suggests that this timescale is about 5–10 times faster for the polluted clouds than the clean clouds. Thus although the amount of water contained in cloud droplets (\(r < 25 \mu m\)) may increase with increasing \(N_a\), their smaller size makes them more susceptible to evaporation at cloud edges. This subject is explored further in Xue and Feingold [2006].

[41] We remind the reader that the concept of the second indirect effect [Albrecht, 1989] derives from one-dimensional turbulence closure model simulations of marine boundary layer clouds, and that those model simulations did not include explicit treatment of microphysical processes. Recent three-dimensional model results [Ackerman et al., 2004; Lu and Seinfeld, 2005] have shown that LWP may increase or decrease in the stratocumulus regime, depending on the thermodynamic profile. The current study suggests that the response may also be more complex in warm, continental cumulus clouds.

[42] We note that in the cumulus cloud regime considered here, cloud fractions are only about 10% to 15% so that the potential for microphysical-dynamical feedbacks (e.g., through precipitation) is reduced to a much smaller area of the atmosphere than in the case of solid stratocumulus. Precipitation in the cleaner cases (S1-100 or S2-100) can affect cloud development by cooling and stabilizing the subcloud layer as evidenced in Figures 3 and 5. For example, there is a distinct decrease in LWP at 14:00 LT following a rain event with a rainrate of 100 mm d\(^{-1}\) (4 mm h\(^{-1}\)) at \(\sim 13:30\) LT. In Figure 5 (S2 simulations), the absence of a strong difference in \((\vec{w}\vec{w'})\) between S2-100 and S2-500 is a direct result of precipitation events beginning at 12:30 LT. Precipitation events tend to be followed by periods of significant reduction in \((\vec{w}\vec{w'})\) (Figures 5e and 5f). Smaller amounts of rain have more limited impact on boundary layer development because of the relatively small cloud cover and the fact that only some fraction of clouds precipitate.

[43] Thus for S2 simulations, there are two competing factors at work: first, convective activity tends to increase with increasing \(N_a\) as stabilization due to precipitation progressively diminishes; second, convective activity decreases with increasing \(N_a\) as surface fluxes are reduced. On average, the cleaner clouds do trend to be characterized by stronger convection.

5.2. \(N_a\), \(N_d\), and \(\tau_c\)

[44] As expected, Figure 3 shows that \(N_{d,int}\) increases in response to the increase in \(N_a\). \(N_{d,int}\) and \(\tau_c\) follow cycles that are correlated with the LWP, cloud fraction, and \(Z_{\text{depth}}\) fields. Some of these correlations are quantified in Table 4. \(N_{d,int}\) time series are clearly separated between the different \(N_a\) simulations. The separation is also quite distinct for the \(\tau_c\) calculations, with exceptions occurring when clean clouds (S1-100) generate significantly more condensed water than their polluted counterparts (e.g., at \(\sim 11:30\) and \(13:50\) LT; Figure 3a).

[45] The correlations between \(N_a\), \(N_d\), and \(\tau_c\) (S1) are clear and robust after time averaging (Figure 4 and Table 4) even though LWP is not necessarily constant. The effect of increasing \(N_a\) on the net radiative flux and the heat flux at the surface is small for the S1 simulations (Figure 6b), in spite of the doubling in \(\tau_c\) from clean to polluted cases, because of the small cloud fractions.

[46] In contrast, an increase in \(N_a\) causes significant reduction in surface fluxes in the S2 simulations, primarily due to the increase in \(\tau_a\) whose effects are felt over the entire surface. The reduction in LWP and cloud fraction with increasing \(N_a\) does little to reverse this trend because of the small cloud fractions. When the aerosol particles are allowed to contribute to heating, the 26.5% reduction in the downwelling radiative flux at the surface between S2-2000 and S2-100 (Table 2) is balanced by the reduction in the surface heat flux, which in turn results in further reduction in LWP, cloud fraction, cloud depth, and \(\tau_c\). These include the changes caused by increasing \(N_d\) that were visible in S1.

### Table 3. Comparison Between Simulations Using Two Different Values of Single Scattering Albedo \(\omega_o = 0.9\) and \(\omega_o = 1.0^a\)

<table>
<thead>
<tr>
<th>EXP</th>
<th>(\omega_o)</th>
<th>(R_{00,\text{eff}}) W m(^{-2})</th>
<th>(F_{\text{net,lag}}) W m(^{-2})</th>
<th>LWP</th>
<th>CF</th>
<th>(\tau_c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1-1000</td>
<td>0.9</td>
<td>504.1 (96.6)</td>
<td>483.8 (111.7)</td>
<td>126.8 (86.1)</td>
<td>0.147 (0.08)</td>
<td>17.2 (1.6)</td>
</tr>
<tr>
<td>S1-100</td>
<td>1.0</td>
<td>524.6 (94.6)</td>
<td>505.9 (109.4)</td>
<td>163.5 (97.7)</td>
<td>0.174 (0.09)</td>
<td>19.3 (1.7)</td>
</tr>
</tbody>
</table>

% DIFF | 3.9 | 4.3 | 22.4 | 15.5 | 10.8 |

*Both simulations are for \(\sigma = 1000 \text{ cm}^{-1}\). DIFF is the percent difference in fields (relative to \(\omega_o = 1\)). Numbers in parentheses are standard deviations.

### Table 4. Correlation Coefficients Between LWP and \(N_{d,int}\), LWP and \(\tau_c\), and \(N_{d,int}\) and \(\tau_c\) for S1 Simulations

<table>
<thead>
<tr>
<th>EXP</th>
<th>Corr(LWP, (N_{d,int}))</th>
<th>Corr(LWP, (\tau_c))</th>
<th>Corr((N_{d,int}), (\tau_c))</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1-100</td>
<td>0.54</td>
<td>0.87</td>
<td>0.81</td>
</tr>
<tr>
<td>S1-500</td>
<td>0.57</td>
<td>0.92</td>
<td>0.71</td>
</tr>
<tr>
<td>S1-1000</td>
<td>0.76</td>
<td>0.98</td>
<td>0.86</td>
</tr>
<tr>
<td>S1-2000</td>
<td>0.70</td>
<td>0.98</td>
<td>0.81</td>
</tr>
</tbody>
</table>
tion in surface fluxes was sufficient by itself to explain the reduction in cloud fraction. In that study, which used the same atmospheric sounding as used here, reduction in cloud fraction associated with sub-cloud boundary layer stabilization was shown to be less significant than that associated with changes in the surface fluxes. However, further work is required to quantify the relative importance of these factors for a range of thermodynamic and aerosol conditions.

6. Summary

We have presented results from two sets of large-eddy simulations (LES) of the 26 September 2002 Smoke, Aerosols, Clouds, Rainfall, and Climate [Andreae et al., 2004] continental, warm cumulus cloud case. To avoid possible feedbacks associated with vertical layering of the aerosol, the initial aerosol profiles are assumed constant, and a range of aerosols concentrations are prescribed. The aerosol particles act only as CCN in set 1 (S1), while they also contribute to radiative-dynamical feedbacks in set 2 (S2).

The major results of this study may be summarized as follows:

1. Increases in \( N_d \) in these warm cumulus clouds do not cause statistically significant changes in cloud fraction, LWP and cloud depth. There is even a small trend for cloud fraction to decrease with increasing \( N_d \). Aerosol effects are well within the dynamical variability in LWP and cloud fraction at any given \( N_d \). LWP is only shown to increase with \( N_d \) when droplets with radius \( \geq 25 \mu m \) are excluded from the LWP calculation.

2. Aerosol effects on \( N_d \) and \( \tau_c \) are much more pronounced; increases in \( N_d \) result in increases in \( N_d \) and cloud optical depth \( \tau_c \). Correlation between \( N_d \) and \( \tau_c \) is modulated by the high variability in the LWP field but in general \( \tau_c \) correlates well with \( N_d \) (0.71–0.86; Table 4).

3. As expected, increases in \( N_d \) are associated with decreases in effective radius and reductions in surface precipitation. In these simulations, The suppression of precipitation derives from the decrease in droplet sizes (less efficient collision-coalescence). The weak response of LWP to \( N_d \) does not modify this effect significantly.

4. For the S2 simulations (including aerosol direct effect-dynamical coupling):

The trends in the S2 results are quite different from those in S1, with evidence of strong decreases in LWP, cloud fraction, and cloud depth with increasing \( N_d \) associated with weaker convection. Aerosol effects on LWP induced by direct effects (stabilization and reduction in surface fluxes) are significant and much greater than those due to aerosol-cloud interactions in the absence of direct effects (Figure 6a).

The biggest difference between the S2 and S1 simulations derives from the fact that the direct effect blocks up to 26.5% of incoming solar radiative flux from reaching the surface (for the most polluted case). The reduction in the surface radiative flux leads to a reduction in the surface heat flux and consequently weaker convection, much shallower clouds and lower cloud cover than in S1 simulations. The stabilization of the boundary layer due to surface cooling and aerosol heating aloft contributes to further reduction in convective activity. Stabilization due to precipitation in the clean case (S2-100) counters this to some extent so that differences between S2-100 and S2-500 are not as distinct as those between S2-500 and S2-2000 (Figure 5f).

Other points worth noting include:

1. Cloud optical depth shows non-monotonic behavior as aerosol loadings increase due to the opposing effects of a decreasing drop size (which increases \( \tau_c \)) and a decreasing LWP (which decreases \( \tau_c \)). With progressively higher \( N_d \), a point is reached where the decrease in LWP dominates. In these simulations, this point occurs at \( N_d \approx 500 \text{ cm}^{-2} \).

2. The effect of aerosol on the coupled cloud system is sensitive to the single scattering albedo of the aerosol. A change in \( \omega_s \) from 1.0 to 0.9 causes reductions in temporally-averaged cloud fields of between \( -10 \) and \( -20\% \) (ceteris paribus).

This study has challenged us to look at some fundamental issues regarding aerosol-cloud-radiative-surface flux feedbacks in the cumulus cloud regime over land. In particular, the sign of the change of aerosol induced effects on LWP and cloud fraction is called into question by this, and other recent studies. The study has also pointed to the importance of coupling aerosol radiative properties and a surface soil and vegetation model to the microphysical-dynamical model. As shown here, under polluted conditions (associated, e.g., with biomass burning smoke), the surface flux response to the aerosol may be the single most important factor in cloud reduction.

We stress that the results for the current study pertain to a single sounding, vegetation type and soil moisture, and we make no claims on the generality of the negligible microphysical effect of \( N_d \) on LWP, and the negative correlation between \( N_d \) and LWP when aerosol direct effects are simulated. Nevertheless, even in situations where this correlation is positive, neglect of the treatment of the associated reductions in surface fluxes will result in an overestimate of the response of LWP to aerosol, and its associated radiative cooling. Future work will attempt to delineate conditions under which negative and positive correlations between these parameters can be expected.
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